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Accelerating CUDA C++ Applications with 
Multiple GPUs

• Learn how to accelerate your CUDA C++ application by using multiple GPUs.
• Discover how to combine concurrent computation and memory transfers, computation 

can be scaled across multiple GPUs without increasing the cost of memory transfers.
• Maximize performance on multi-GPU systems, whether using  cloud based servers or 

on NVIDIA DGX systems, these techniques enable you to achieve peak performance 
from GPU-accelerated applications.

• Implement these single-node, multi-GPU techniques before scaling your applications 
across multiple nodes.

• Write efficient and correct CUDA C++ applications. This lecture covers how to write 
CUDA C++ applications that efficiently and correctly utilise all available GPUs in a 
single node, dramatically improving the performance of your applications and making 
the most cost-effective use of systems with multiple GPUs.
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• Lecture material will be made available under: 

• https://tinyurl.com/hdli2s24

• Access CUDA C/C++ Code : 

• See the Chat Window
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THE NSIGHT SUITE COMPONENTS
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• Nsight Systems is an extremely 
low overhead profiling Tool across 
any number of CPUs and GPUs.

• Nsight System is your first stop on 
your profiling workflow, inspect 
your algorithm timing and GPU 
interaction and identify a large 
number of opportunities for 
optimization. 
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• Provides users with a more complete view of how their codes balance workload 
across multiple CPUs and GPUs 

• Locate optimization opportunities, helps and allows to identify issues such as: 
• GPU starvation
• Insufficient CPU parallelisation or pipelining 
• Unexpectedly expensive CPU or GPU algorithm 
• Unnecessary GPU synchronization

• The tool uses low overhead tracing and sampling techniques to collect process and 
thread activity and visualize millions of events on a very fast GUI timeline 

• Correlates that data across CPU cores and GPU streams, allowing users to 
investigate bottlenecks. 

• Multi-platform: Linux & Windows, x86-64, Tegra, Power, MacOSX (host only) 

NSIGHT SYSTEMS

https://developer.nvidia.com/nsight-systems
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GPU Starvation Investigations

https://developer.nvidia.com/nsight-systems
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Unnecessary GPU Synchronisation Calls 

https://developer.nvidia.com/nsight-systems
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• Support: MPI, OpenACC, OpenMP 
• Complex data mining capabilities, enables to go beyond basic statistics. 
• Support multiple simultaneous sessions. 
• MPI trace feature enables to analyse when the threads are busy or blocked in long-running 

functions of the MPI standard, available on OpenMPI, MPICH and NVShmem.
• OpenACC trace enables to see where code has been offload and parallelized onto the GPU,

which helps you to analyse the activities executing on the CPUs and GPUs in parallel.
• Tracing OpenMP code is available for compilers supporting OpenMP5 and OMPT interface. 

This capability enables tracing of the parallel regions of code that are distributed either 
across multiple threads or to the GPU.

• Provides support for CUDA graphs. To understand the execution of the source of CUDA 
kernels and execution of CUDA graphs, kernels can be correlated back through the graph 
lunch, instantiation, and all the way back to the code creation, to identify the origin of the 
kernel execution on the GPU.

NVIDIA NSIGHT SYSTEMS

https://developer.nvidia.com/nsight-systems
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Command Line Options nsys
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Interactive CUDA Kernel profiler 

• Targeted metric sections for various performance aspects (Debug/&Profile)
• API debugging via a user interface command line tool

• Very high freq. GPU perf counter, customizable data collection and 
presentation  (tables, charts ..,)

• Python-based rules for guided analysis (or postprocessing)

• Provides a customizable and data-driven user interface and metric collection 
and can be extended with analysis scripts for post-processing results.

NSIGHT COMPUTE (ncu)

https://docs.nvidia.com/nsight-compute/NsightCompute/index.html
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NSIGHT Compute Feature Spotlight 
In CUDA Toolkit 11 and A100 

Docs/product: https://developer.nvidia.com/nsight-compute
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NVIDIA® Tools Extension SDK (NVTX)

https://docs.nvidia.com/nsight-visual-studio-edition/nvtx/index.html
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NVIDIA® Tools Extension SDK (NVTX)
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System-wide application algorithm tuning
Multi-process tree support 

Locate optimization opportunities 
Visualize millions of events on a very fast GUI timeline
Or gaps of unused CPU and GPU time 

Balance your workload across multiple CPUs and GPUs
CPU algorithms, utilization, and thread state 
GPU streams, kernels, memory transfers, etc

Multi-platform: Linux & Windows, x86-64, Te g r a, Power, MacOSX(host only)

GPUs: Volta, Turing

NSIGHT SYSTEMS

Docs/product: https://developer.nvidia.com/nsight-systems
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CUDA Kernel profiler 

Targeted metric sections for various performance aspects (Debug/&Profile)

Very high freq GPU perf counter, customizable data collection and
presentation  (tables, charts ..,)

Python-based rules for guided analysis (or postprocessing)

GPUs: Volta, Turing,  Amper…

NSIGHT COMPUTE

Docs/product: https://developer.nvidia.com/nsight-systems
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NVIDIA Tools Extension API 
Library (NVTX)

Docs/product: https://developer.nvidia.com/nsight-systems
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THANK YOU

Instructor: Dr. Momme Allalen
www.nvidia.com/dli
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