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Deep Learning and GPU 
Programming Workshop
9 – 12 September 2024

Deep Leaning and GPU Programming Workshop

Workshop material:
https://tinyurl.com/hdli2s24 



Overview

• The workshop is co-organised by LRZ and NVIDIA Deep Learning Institute (DLI).

• NVIDIA Deep Learning Institute (DLI) offers hands-on training for developers, data scientists, and researchers 
looking to solve challenging problems with deep learning.

• The online workshop combines lectures about Accelerated Computing with OpenACC and CUDA on single 
and multiple GPUs with lectures about Fundamentals of Deep Learning.

• Learn how to accelerate your applications with OpenACC and CUDA and how to train and deploy a neural 
network to solve real-world problems.

• The lectures are interleaved with many hands-on sessions using Jupyter Notebooks. The exercises will be 
done on a fully configured GPU-accelerated workstation in the cloud.
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Lecturers
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• Lecturers:
• Dr. Momme Allalen (LRZ) 
• PD Dr. Juan Durillo Barrionuevo (LRZ)
• Dr. Volker Weinberg (LRZ)

All instructors are NVIDIA certified University Ambassadors.



1st day: 
Fundamentals of Accelerated Computing with OpenACC

• Learning Objectives:
• Profile and optimize your CPU-only applications to identify hot spots for acceleration.
• Use OpenACC directives to GPU-accelerate your codebase.
• Optimize data movement between the CPU and GPU accelerator.
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2nd day:
Fundamentals of Accelerated Computing with CUDA C/C++

• At the conclusion of the workshop, you’ll have an understanding of the fundamental tools 
and techniques for GPU-accelerating C/C++ applications with CUDA and be able to:
• Write code to be executed by a GPU accelerator
• Expose and express data and instruction-level parallelism in C/C++ applications using 

CUDA
• Utilize CUDA-managed memory and optimize memory migration using asynchronous 

prefetching
• Leverage command-line and visual profilers to guide your work
• Utilize concurrent streams for instruction-level parallelism
• Write GPU-accelerated CUDA C/C++ applications, or refactor existing CPU-only 

applications, using a profile-driven approach
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3rd day: Accelerating CUDA C++ Applications with Multiple GPUs

• Learning Objectives
• Use concurrent CUDA streams to overlap memory transfers with GPU computation 
• Utilize all available GPUs on a single node to scale workloads across all available 

GPUs 
• Combine the use of copy/compute overlap with multiple GPUs 
• Rely on the NVIDIA Nsight™ Systems Visual Profiler timeline to observe improvement 

opportunities and the impact of the techniques covered in the workshop 
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4th day: Fundamentals of Deep Learning

• Learning Objectives:
• Learn the fundamental techniques and tools required to train a deep learning model
• Gain experience with common deep learning data types and model architectures
• Enhance datasets through data augmentation to improve model accuracy
• Leverage transfer learning between models to achieve efficient results with less data and 

computation
• Build confidence to take on your own project with a modern deep learning framework
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Tentative Agenda Day 1: 
Fundamentals of  Accelerated Computing with OpenACC

10:00-10:15 Intro
10:15-12:00 Profiling

12:00-13:00 Lunch Break

13:00-14:20 OpenACC Directives

14:20-14:30 Coffee Break

14:30-15:45 GPU Programming and Data Management
15:45-16:00 Q&A, Final Remarks
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All times are in CEST
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Tentative Agenda Day 2: 
Fundamentals of  Accelerated Computing with CUDA C/C++

10:00-10:15 Introduction CUDA C/C++
10:15-12:00 Accelerating Applications with CUDA C/C++

12:00-13:00 Lunch Break

13:00-14:20 Managing Accelerated Application Memory with CUDA unified memory and 
nsys

14:20-14:30 Coffee Break

14:30-15:45 Asynchronous Streaming and Visual Profiling for Accelerated Applications 
with CUDA C/C++
15:45-16:00 Q&A, Final Remarks
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All times are in CEST
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Tentative Agenda Day 3: 
Accelerating CUDA C++ Applications with Multiple GPUs

10:00-10:15 Welcome and Intro, Tools Overview
10:15-12:00 Introduction & Main Objectives

12:00-13:00 Lunch Break

13:00-14:20 Copy/Compute Overlap: Kernel Launches and Memory Copies in Non-Default 
Streams

14:20-14:30 Coffee Break

14:30-15:45 Multiple GPUs
15:45-16:00 Q&A, Final Remarks
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All times are in CEST
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Tentative Agenda Day 4: 
Fundamentals of Deep Learning

10:00-10:20 Welcome and Intro
10:20-12:00 Introduction to Deep Learning and Convolutional Neural Networks

12:00-13:00 Lunch Break

13:00-14:20 Data Augmentation, Deployment and Pre-Trained Models

14:20-14:30 Coffee Break

14:30-15:45 Advanced Architectures
15:45-16:00 Q&A

Deep Leaning and GPU Programming Workshop

All times are in CEST
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Workshop Webpage

• All slides will be made available during the workshop under:

• https://tinyurl.com/hdli2s24

• Further information on:

• Agenda
• Training Setup
• Slides
• Documentation
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Training Setup

• To get started, follow these steps:
• Create an NVIDIA Developer account at https://learn.nvidia.com/join Select "Log in with my NVIDIA 

Account" and then '"Create Account".

• If you use your own laptop, make sure that WebSockets works for you:
Test your Laptop at http://websocketstest.com
• Under ENVIRONMENT, confirm that '"WebSockets" is checked yes.
• Under WEBSOCKETS (PORT 80]. confirm that "Data Receive", "Send", and "Echo Test" are 

checked yes.
• lf there are issues with WebSockets, try updating your browser.

We recommend Chrome or Firefox for an optimal performance.

• Visit https://learn.nvidia.com/dli-event and enter the event code provided by the instructor.
• You're ready to get started. 
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Course Datasheets by NVIDIA

• https://developer.nvidia.com/dli/getready

• Prepare For Your NVIDIA DLI Training

• Course Datasheets
• Please review the workshop datasheet, which includes prerequisites, agenda, 

suggested material, and resources for continued learning.
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• To ensure a pleasant experience with Zoom Meeting, we encourage participants to 
download and install the latest Zoom application via https://zoom.us/download.

• If you have problems with your computer audio, you can also join by phone.
Find your local number: https://lrz-de.zoom-x.de/u/cpBvnN2sD

Deep Leaning and GPU Programming Workshop

Connection
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Audio, Video, View

Deep Leaning and GPU Programming Workshop

Un-/Mute 
Start video / Select virtual background

Show Participant list

Switch between Speaker View / Gallery 
View / Fullscreen Mode

Un-/Mute 

Start / Stop Video / 
Select Virtual Background

Switch between Speaker View / Gallery 
View / Fullscreen Mode
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Open Chat 
Window

Type Messages Here

1

2

Chat
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Participants List

Open Participants 
List

Rename Yourself

Kindly use “<first name> <last name> (<institute>)” as your screenname.
.

Otherwise you will not receive a certificate of attendance after the course.

1
2
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Recording

Deep Leaning and GPU Programming Workshop

Un-/Mute 
Start video / Select virtual background

Show Participant list

Switch between Speaker View / Gallery 
View / Fullscreen Mode

Recording via Zoom or any other 
means is not permitted!
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Q&A

• Please raise your hand if you have questions (of general interest).
• You can also use chat window to ask questions.
• If you do not mind, please show your video when asking questions to make this course as interactive as 

possible.
• Push to Talk: The Push to Talk feature allows you to remain muted throughout the Zoom meeting and only if 

you hold down the spacebar you will be unmuted.

• Instant Feedback:
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And now …

Enjoy the workshop! 
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