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Humans are visual creatures

 Painting / photo or description? PROCESS

 Our brain processes visual impressions 60,000 times faster than text

 It takes only 13 ms for the human brain to process an image

Memorizing a deck of playing cards STORE

 Each card translated to an image (person, action, location)

 Our brain loves pattern recognition  IDENTIFY

 90% of all communication happens visually

 The human eye can differentiate approximately 10 million different colours
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Our Tools

 Since 1991

 Based on traces

 Open Source
 https://tools.bsc.es

 Core tools:
 Extrae – instrumentation

 Paraver (paramedir) – offline trace analysis

 Dimemas – message passing simulator

 Focus
 Detail, variability, flexibility

 Behavioural structure vs. syntactic structure

 Intelligence: Performance Analytics
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Paraver
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Goal = Flexibility

No semantics

Programmable

Comparative analyses

Multiple traces

Synchronize scales

+ trace manipulation

Trace visualization/analysis

Paraver: Performance data browser

Raw data

Timelines

2/3D tables
(Statistics)
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From timelines to tables

MPI calls profile

Histogram Useful Duration

MPI calls

Useful Duration
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Useful Duration

Instructions

IPC

L2 miss ratio

SPECFEM3D

Analyzing variability through histograms and timelines



VIRTUAL INSTITUTE – HIGH PRODUCTIVITY SUPERCOMPUTING

45TH VI-HPS TUNING WORKSHOP (LRZ, 10-13 JUNE 2024)

 By the way: six months later …

Useful Duration

Instructions

IPC

L2 miss ratio

Analyzing variability through histograms and timelines
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From tables to timelines

 CESM: 16 processes, 2 simulated days

 Histogram useful computation duration

shows high variability
 How is it distributed?

 Dynamic imbalance

 In space and time

 Day and night.

 Season ? 
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Dimemas: Coarse grain, Trace driven simulation

 Simulation: Highly non linear model
 MPI protocols, resources contention…

 Parametric sweeps
 On abstract architectures
 On application computational regions

 What if analysis
 Ideal machine (instantaneous network)
 Estimating impact of ports to MPI+OpenMP/CUDA/…
 Should I use asynchronous communications?
 Are all parts of an app. equally sensitive to network?

 MPI sanity check
 Modelling nominal

 Paraver – Dimemas tandem
 Analysis and prediction
 What-if from selected time window

Impact of BW (L=8; B=0)
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 SPECFEM3D

Courtesy Dimitri Komatitsch

Real

Ideal

Prediction
MN

Prediction
5MB/s

Prediction
1MB/s

Prediction
10MB/s

Prediction
100MB/s

What if we had asynchronous communications?
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Ideal machine

 The impossible machine:     BW = ,    L = 0

 Actually describes/characterizes Intrinsic application behavior
 Load balance problems?

 Dependencies problems?
SendrecvAlltoallAllgather Allreduce

Waitall

Real 

run

Ideal 

network

GADGET @ Nehalem
256 processes
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Parallel efficiency model

 Parallel efficiency = LB eff * Comm eff

Computation Communication

MPI_Recv

MPI_Send Do not blame MPI

LB       Comm

LB

η

CommEff
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Parallel efficiency refinement: LB * µLB * Transfer

 Serializations / dependences (µLB)

 Dimemas ideal network  Transfer (efficiency) = 1

Computation Communication

𝑳𝑩=1

MPI_SendMPI_Recv

MPI_Send MPI_Recv

MPI_Send

MPI_Send

MPI_Recv

MPI_Recv

Do not blame MPI

LB    µLB  Transfer
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Why scaling?
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Good scalability !! 
Should we be happy?

CG-POP mpi2s1D - 180x120
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Analytics
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Basic Analysis

 Scripts that automatically compute the efficiency model from a Paraver trace (or many traces for 

scalability studies)

 Dig down from global to detailed efficiencies
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Using Clustering to identify structure

IPC

Instructions
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19% gain

Integrating models and analytics

13% gain

… we increase the IPC of Cluster1?

What if ….

… we balance Clusters 1 & 2?

PEPC



VIRTUAL INSTITUTE – HIGH PRODUCTIVITY SUPERCOMPUTING

45TH VI-HPS TUNING WORKSHOP (LRZ, 10-13 JUNE 2024)

 Study the scalability of the computing regions

 Increasing the scale from 64 to 512 tasks

Tracking scalability through clustering

23

64 128 192

256 384 512
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 Study the scalability of the computing regions

 Increasing the scale from 64 to 512 tasks

Tracking scalability through clustering

24
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Tracking scalability through clustering

 Study the scalability of the computing regions

 Increasing the scale from 64 to 512 tasks

25

Code 
replication

Work per process 
decreasing 

proportionally
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Folding to increase details

What is the performance of a serial region?
 Is it good enough?

 Is it easy to improve?

26

MPI MPIComputing

+ Sampling

Instrumentation

2000 MIPS
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Folding: CPI and HWC stack models

• Trivial fix (loop 
interchange)

• Easy to locate?

• Next step? 

• Availability of CPI stack 
models for production 
processors

MR-GENESIS
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Methodology
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Performance analysis tools objective

Help validate hypotheses

Help generate hypotheses

Qualitatively

Quantitatively



VIRTUAL INSTITUTE – HIGH PRODUCTIVITY SUPERCOMPUTING

45TH VI-HPS TUNING WORKSHOP (LRZ, 10-13 JUNE 2024)

First steps

 Parallel efficiency – percentage of time invested on computation
 Identify sources for “inefficiency”: 
 Load Balance
 Communication /synchronization

Serial efficiency – how far from peak performance?
 IPC, correlate with other counters

Scalability – code replication?
 Total instructions

Behavioural structure? Variability?

Tutorial:
Introduction to Paraver & 

Dimemas methodology
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BSC Tools web site

 https://tools.bsc.es
• Downloads

– Sources / Binaries

• Documentation

– Training guides

– Tutorial slides

 Getting started

 Start wxparaver

 Help  Tutorials

 Follow training guides
 Paraver introduction (MPI): Navigation & Basic Understanding of Paraver operation
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Takeaway: 
● The importance of understanding

 Keep asking questions

● Use your brain

 Use visual tools

● The devil is in the details

 Do not miss them

● Don’t over-theorize about your code

 Look at it open-minded


