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Notices & Disclaimers

Performance varies by use, configuration and other factors. Learn more at www.Intel.com/Performancelndex.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates. See backup for
configuration details.
No product or component can be absolutely secure.

Your costs and results may vary.
Intel technologies may require enabled hardware, software or service activation.
Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.

© Intel Corporation. Intel, the Intel logo, Xeon, Core, VTune, OpenVINO, and other Intel marks are trademarks of Intel Corporation or its subsidiaries.
Other names and brands may be claimed as the property of others.
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INtroduction to Intel® Al
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appening

The Al
Revolution |s
And youre
already ready




MACHINE LEARNING , DEEP LEARNING & BEYOND

CLASSICAL
MACHINE
LEARNING

How do you
engineer the
best features?

DEEP
LEARNING &
BEYOND

How do you
guide the model
to find the best

features?

intel. s
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Flexible Al Acceleration

CPU only

Built-in Al acceleration for
mainstream Al use cases

CPU+GPU

When compute is dominated
by Al, HPC, graphics, and/or
real-time media

CPU + custom

When compute is dominated
by deep learning (DL)

LRZ Beginner Workshop
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Intel® Al Portfolio

’ ONNX
: O P_YTO rch T TensorFlow RUNTIME
Open Software @pean@
Emylronment oneAPI @ deepspeed XGBoost |::| pandas
D L : intel
eep earr_wlng glelelelyle Gaudi: Dedicated Deep Learning Training and Inference
Acceleration
General Cloud Gaming, VDI, Media Analytics, [N ... .

Parallel Compute, HPC, Al for HPC

Acceleration Real-Time Dense Video

FLEX SERIES MAX SERIES

intel intel intel
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Real-Time, Medium Throughput,

Medium to Small Scale Training
Low Latency, and Sparse Inference

- and Fine Tuning

eTHEeRNET
General

Purpose
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Edge and Network Al Inference Client Al Usages
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INntel® Hardware for Al
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Data Precision
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Data Precision

= Data precision:
Number of bits used to store numerical values in memory
» Commonly found types of precision in Deep Learning:

FP32 |S 8 bit exp 23 bit mantissa
BF16 |S 8 bit exp 7 bit mantissa

FP16 |S 5 bit exp 10 bit mantissa

INT16| S 15 bit mantissa

INT8 |S| 7 bit mantissa

TP32|S 8 bit exp 10 bit mantissa

LRZ Beginner Workshop Ref. https://www.intel.com/content/www/us/en/developer/videos/how-to-use-new-built-in-acceleration-engines.html#gs.wige3o ir‘telO 12



https://www.intel.com/content/www/us/en/developer/videos/how-to-use-new-built-in-acceleration-engines.html#gs.wige3o

INT8/BF16 on Atrtificial intelligence/Machine Learning

e F32isthe default datatypes used in Al/ML for inference, which
has a high memory footprint and higher latency.

* Low-precision models are faster in computation. To optimize
and support these:
e HW needs special features/instructions
* Intel provide those in the form of Intel AMX/Intel XMX.

« SYCL Joint Matrix is the coding abstraction to invoke Intel
AMX/Intel XMX, which ensures portability and performance of
the code

LRZ Beginner Workshop Ref. https://www.intel.com/content/www/us/en/developer/videos/how-to-use-new-built-in-acceleration-engines.html#gs.wige3o
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https://www.intel.com/content/www/us/en/developer/videos/how-to-use-new-built-in-acceleration-engines.html#gs.wige3o

INntroduction to Intel® Advanced Matrix Extension and
INtel® Xe Matrix Extensions

Instruction Set Hardware support Description

Intel® Advanced Matrix Extension are extensions

® th ]
Inte|® Xeon 4" Generation to the x86 instruction set architecture (ISA) for

Intel® AMX Scalable CPUs (Formerly microprocessors using 2-dimensional registers
code-named Sapphire . .
Rapids) called tiles upon which accelerators can perform
operations. Supports INT8/BF16
o . .
Intel® Data Center GPU Intel® Xe IMgtrlxlExtensmlns also known as DPAS
specializes in executing dot product and
Max (Formerly code- | . .
Intel® XMX named Ponte Vecchio) or accumulate instructions on 2D systolic arrays
Intel® Data Center GPU Supports U8,58,U4,54,U2,52, INT8
: FP16, BF16, TF32
Flex Series

Both these Instruction Sets require Intel® one API Base Toolkit 2023.0.0 and above for compilation

LRZ Beginner Workshop Ref. https://www.intel.com/content/www/us/en/developer/videos/how-to-use-new-built-in-acceleration-engines.html#gs.wige3o ir‘tel® 14



https://www.intel.com/content/www/us/en/developer/videos/how-to-use-new-built-in-acceleration-engines.html#gs.wige3o

s

4th Gen Intel®

Xeon® Scalable
Processor
(Sapphire Rapids)
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4th Generation Intel” Xeon” Scalable Processor
codenamed Sapphire Rapids
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Memory
Controller

Memory
Controller

3-10x speedup and

7.7x performance/watt!
for INT8/ BF16 models
with Built-In Al Acceleration

4th Gen Intel® Xeon® Scalable Processor with

Intel® Advanced Matrix Extensions acceleration vs.

3rd Gen Intel® Xeon® Scalable Processors

2x PCl Express 5.0 Bandwidth

Compared to 3rd Gen Intel® Xeon® Scalable
Processors

1.5x DDR5 Memory Bandwidth
and Capacity

Comparedto 3rd Gen Intel® Xeon® Scalable
Processors

Intel® Al software

300+ DL Models

50+ optimize ML and Graph Models
Optimizations up-streamed

Intel® Al Developer Tools

OneAPI Al Ecosystem

Use any popular DL, ML, and Data
processing library and framework, operating
system, and virtual machine manager

Up to 512 GB/Socket Protected
Memory Enclave—Intel® Security
Guard Extensions

Confidential Al supported in BigDL and OpenVINO™
toolkit

1See [A16, A17, A33] at intel.com/processorclaims: 4th Gen Intel Xeon Scalable processors. Results may vary. intel i 16



Intel® Advanced Matrix Extensions (Intel® AMX)

Instructions that compute
larger matrices in a single
i operation

Store bigger
chunks of data

LRZ Beginner Workshop inteL 17



Py Torch Benchmark: SPR vs ICX Inference

<Batch Size = D Inference latency speedup: the higher the better

SPR VS ICX PYTORCH INFERENCE LATENCY
ICKFP32 = ICXINTS mSPRFP32 mSPRBF16 M SPRINTS SPRBF16:4.07-6.15X

SPRINT8:7.35-7.72X

RESNET50V1.5 RESNEXT101 MASKR-CNN BERTLARGE RNNT
MODEL

L7
"
P~

6.15

4.46
4.46

SPEEDUP
3.98

0.98
1.00
1.00
1.00
1.16

Benchmark data for the Intel® 4th Gen Xeon Scalable Processors can be found here.

Configurations slide at the end(slide 106).

LRZ Beginner Workshop inteL 18


https://www.intel.com/content/www/us/en/developer/topic-technology/artificial-intelligence/platform.html

Real Workloads: SLA Compliance with Outstanding
Performance Per Watt

42x Vision Throughput Improvement

ResNet-50 Batch Inferencing, TensorFlow, INT8
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Intel® Xeon® processor Intel® Xeon® 2nd Gen Intel® Xeon® 3rd Gen Intel® Xeon® 4;hc§aeg|(|enl§<|3c>e<sesoonr
(codenamed Broadwell) Scalable Processor Scalable Processor Scalable Processor (codenamed Sapphire Rapids)
24 cores (codenamed Sky Lake) (codenamed Cascade Lake) (codenamed Ice Lake) 56 cores
28 cores 40 cores
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Intel® Data Center
GPU Max Series

LRZ Beginner Workshop

Over
100 Billion - 47 Magical Tiles
Transistors

Alchemy of
Technologies

The Intel® Data Center GPU Max Series is
designed to take on the most challenging high-
performance computing (HPC) and Al
workloads. The Intel® Xe Link high-speed,
coherent, unified fabric offers flexibility to run any
form factor to enable scale up and scale out.

intel.
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Intel® Data Center GPU Max Series

| eadership Performance for Data-level Parallel Al Workloads

Intel® Xe Matrix Extensions (XMX) Built-in Ray Tracing Acceleration Up to 408MB of L2 Cache

Maximize Impact

The Intel® Data Center GPU Max Series accelerates science and discovery with breakthrough performance.

Up to Up to Up to

2X 12-8X 256X

performance gain on HPC and Al workloads over competition due to performance gain over 3rd Gen Intel® Xeon® processors on LAMMPS Int8 operations per clock. Speed Al training and inference with up to
the Intel® Max Series GPU large L2 cache.’ workloads running on Intel® Max Series CPUs with kernels offloaded 256 Int8 operations per clock with the built-in Intel® XMX.
to six Intel® Max Series GPUs, optimized by Intel® oneAPI tools.”




Industry Energy Earth Financial Services Life & Material Manufacturing Physics
Benchmark System Science
Model

intel.

DATA CENTER

MAX SERIES

Average of

1.3x

performance

Nvidia H100 PCle vs.
Intel Data Center GPU Max 1550

Relative performance (Higher is better)
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Visit www.intel.com/performanceindex for workloads and configurations. Results may vary



http://www.intel.com/performanceindex

SYCLomatic

easily port CUDA* code to
SYCL*and C++to
accelerate cross-
architecture programming

Open Source

For more info visit:

https://github.com/oneapi-src/SYCLomatic

intel.

</> CUDA code



https://github.com/oneapi-src/SYCLomatic

INtel®Gaudi®
Al accelerator

LRZ Beginner Workshop

High Performance Acceleration for GenAl
and LLMs

intel.
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Habana Deep Learning Solutions

GAUDI

High-performance, high-efficiency (price/performance) Higher performance, high-efficiency; optimized speed,
memory, scalability for large scale models

In the cloud: In the cloud:

On-premises: .
P On-premises:

LRZ Beginner Workshop



Intel® Gaudi2 accelerator Performance &

. =4 =2
Intel Gaudi 2 accelerator = £ o o o
(1 u
advantage across models ® 2 £ = =
= i o o o
] = ° o e
o [T £ E= £

Nvidia BERT-L T5-3B Stable BLOOMz BLOOM
Diffusion 176B 7B
A100 Sentences/s Sample/s Latency Inference Inference
Pre Training Phase 1 BS=16 BS=8; fp32 BS=1, BF16 BS=1,BF16

BS=64; BF16/FP32

Visit https://habana.ai/habana-claims-validation for workloads and configurations. Results may vary https://huggingface.com/blog/habana-gaudi-2-benchmark
https://huggingface.co/blog/habana-gaudi-2-bloom

LRZ Beginner Workshop inteL 26


https://habana.ai/habana-claims-validation
https://huggingface.com/blog/habana-gaudi-2-benchmark
https://huggingface.co/blog/habana-gaudi-2-bloom

Enabling the Software Ecosystem through Robust Partnerships

w | Hugging Face
o PyTorch Lightning

]

I cnvrg.io
Intel® Gaudi Software integrated with

Industry leading ecosystem partners for g Dee pSpeed

Generative Al & Deep Learning
& RedHat

LRZ Beginner Workshop intelO 27
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udi GitHub

idi Developer Forum

udi Software Documentation

Docker container images
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https://developer.habana.ai/catalog_categories/container/
https://developer.habana.ai/
https://github.com/HabanaAI/Model-References/
https://forum.habana.ai/
https://docs.habana.ai/

Use cases

LRZ Beginner Workshop intel. 2



oneAP| Powered Al Reference Kit

Focusing on tackling deployment challenges with most popular Al use cases

Finance & Insurance

Claim Fraud

detectionin Default Risk
Document . . .

. credit card Prediction

Automation .

transactions

Process Automation

Visual Intelligent Invoice-to-
Process Document Cash
Discovery Indexing Automation

Manufacturing & Ultilities

Drone
Navigation
Segmentati
on

Digital Twin

Power Line
Fault
Detection

Engineering
Design

LRZ Beginner Workshop

Predictive
Asset
Analytics

Traffic
Camera
object
detection

Disaster
appraisal
process

Historical
Assets
Document
Processing

Visual

Quality
Inspection

Aerodynami
cs / Fluid
Flow
Profiling

Health & Life Sciences

Medical .
Imaging Disease
. . Prediction
Diagnosis
Customer Care
Purchase g oo PTel
Prediction 9
on
Product
Eemandt. Recommend
orecasting ations

Tech & Security

Vertical Network
Search Intrusion
Engine Detection

Al
Transcribe
for
Therapists

Customer
Churn
Prediction

Order to
delivery
Forecasting

Data
Protection

Customer
Care
Chatbot

loT (Data

Streaming
Anomality
Detection)

Synthetic Data

Al Synthetic Al Synthetic
Data

- (Unstructur

(Structured) S

Al Synthetic

Data

(Unstructur

ed - Voice)

= Moreinfo at

i
[=]

Al Synthetic
Data

(Unstructur
ed -Image)

https://www.intel.com/aireferencekit

= Downloads available from GitHub at
https://github.com/oneapi-src

intel. 2°
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Demo: Stable
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intel =



Stable Diffusion(SD) Use case

Create Your Own Stable Diffusion Accelerated Stable Diffusion Inference
Few-shot Fine-tuning Low-precision Inference
5 minutes 5 seconds
4 SPR nodes 1 SPR chip
Fine-tuned

: Updated : Text

i Text N Conditioned

i Embedding I Latent U-Net
I _T_ A | l

Variational
—p CLIP Text
Encoder Autoencoder
Decoder

Optimizations upstreamed to Hugging Face Diffusers and Optimum-Intel

e

object:dicoo

Try SD demo here: https://hugaingface.co/spaces/Intel/Stable-Diffusion-Side-by-Side

LRZ Beginner Workshop Ref: https://venturebeat.com/ai/unlocking-generative-ai-with-ubiquitous-hardware-and-open-software/ intel® 31



https://venturebeat.com/ai/unlocking-generative-ai-with-ubiquitous-hardware-and-open-software/
https://huggingface.co/spaces/Intel/Stable-Diffusion-Side-by-Side

Model Zoo for Intel® Architecture

Available on GitHub
Runs out-of-the-box

PyTorch use cases

* Image Recognition, Image Segmentation, Language
Modeling/Translation, Object Detection,
Recommendation, Text-to-Speech, Shot Boundary
Detection, Al Drug Design

» Supported on dGPU: INT8 inference on
ResNetbOvl.5, SSD-MobileNet, Yolo V4

Model Zoo: https://github.com/intel Al/models/tree/master

LRZ Beginner Workshop

'Image Recognition

Model

DenseMet169

Inception V3

Inception V4
MobileMet V1*

ResMet 101

ResNet 50

ResNet 50v1.5

ResNet 50v1.5 Sapphire

Rapids

ResNet 50v1.5

Inception V3

ResMet 50v1.5

GoogleNet
Inception v3
MMASNet 0.5
MMASMet 1.0
ResMet 50
ResMet 50
ResNet 101
ResMet 152
ResMext 32xdd
ResMext 32x16d
VGG-11

WVGEG-11 with batch
normalization

Wide ResNet-50-2
Wide ResNet-101-2

ResNet 50 v1.5

Framework

TensarFlow
TensorFlow
TensorFlow
TensorFlow
TensorFlow

TensorFlow

TensarFlow

TensorFlow

TensorFlow

TensorFlow
Serving

TensorFlow
Serving

PyTorch
PyTorch
PyTorch
PyTorch
PyTorch
PyTorch
PyTorch
PyTorch
PyTorch
PyTorch

PyTorch

PyTorch

PyTorch
PyTorch

PyTorch

Mode

Inference
Inference
Inference
Inference
Inference

Inference

Inference

Inference

Training

Inference

Inference

Inference
Inference
Inference
Inference
Inference
Training

Inference
Inference
Inference
Inference

Inference

Inference

Inference
Inference

Inference

Madel Documentation

FP32

Int8 FP32

Int8 FP32

Int8 FP32 EFloat16

Int8 FP32

Int8 FP32

Intd FP32 EFloat16

dGPU Intd

Int8 FP32 BEFloat16

FP32 BFloat16

FP32

FP32

FP32 BFloat16
FP32 BFloat16
FP32 BFloat16
FP32 BFloat16
FP32 BFloat16
FP32 BFloat16
FP32 BFloat16
FP32 BFloat16
FP32 BFloat16
FP32 BFloat1d

FP32 BFloat16

FP32 BFloat16

FP32 BFloat16
FP32 BFloat16

dGPU Intd

Benchmark/Test
Dataset

ImageNet 2012
ImageNet 2012
ImageNet 2012
ImageNet 2012
ImageMNet 2012

ImageNet 2012

ImageNet 2012

ImageNet 2012

ImageNet 2012

Synthetic Data

Synthetic Data

ImageNet 2012
ImageNet 2012
ImageNet 2012
ImageNet 2012
ImageMNet 2012
ImageMNet 2012
ImageNet 2012
ImageNet 2012
ImageNet 2012
ImageNet 2012

ImageNet 2012

ImageMNet 2012

ImageNet 2012
ImageNet 2012

ImageNet 2012

intel.
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https://github.com/intelAI/models/tree/master

Intel Al® Software Stack
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The Al Pipeline Runs on Intel

intel

XeON

intel

XEON Traditional Machine Learning
Intel Xeon’s large memory and fast cores
Majority of data prep excel running ML workloads

70% of inferencing

already happens on Intel® Xeon® processors )
yhapp P is run on Intel Xeon Processors!

and that continues today

Deep Learning
GPUs are well-suited, Intel Xeon’s built-in Al
capabilities deliver compelling TCO

Database, Data Warehouse, Data Lake, Streaming Data, Feature Store, Model Registry

1 Based on Intel market modeling of the worldwide installed base of data center serversrunning Al Inference workloads as of December2021.

LRZ Beginner Workshop intel. 34



Intel Al Software

Data Model Deploy

Al Platforms, MLOPs
(Productivity)

Al Libraries, Tools, Frameworks
(Most Al developers operate here)

Low-level Performance Libraries, Compilers, Kernel
(Most hardware enabling and performance tuning happens here)

LRZ Beginner Workshop intel® 35



Engineer Data Create Machine Learning & Deep Learning Models

Al Platforms & Kits

Most Popular Tools and Frameworks

Performance Libraries

intel intel intel intel [ intel
atom [l core Jll XeoN |f| Q =] habana

Note: not all components are necessarily compatible with all other componentsin other layers

LRZ Beginner Workshop



Engineer Data Create Machine Learning & Deep Learning Models

Al Platforms & Kits

Most Popular Tools and Frameworks

SYCLomatic oneDAL oneDNN oneCCL oneMKL SynapseAl™

intel intel intel
core [l XxeoN Ifl Q =]

Note: not all components are necessarily compatible with all other componentsin other layers

LRZ Beginn e?%ﬂ% |oneAPI Data Analytics Library, oneDNN —Intel one APl Deep Neural Networks Library, one CCL - Intel one API Collective Communications Library, oneMKL- Intel oneAPI Math Kemel Library
AVX - Advanced Vector Extensions, VNNI - Vector Neural Network Instructions, AMX — Advanced Matrix Extensions, XMX — Xe Matrix Extensions



Engineer Data Create Machine Learning & Deep Learning Models Deploy

Al Platforms & Kits

Data Analytics Scale Optimized Frameworks and Middleware Optimize Models

1F TensorFlow ¢ P)/TOFCh .Xnet Automate Automate

Model Tuning Low-Precision

2232 MODIN @s::ipy
AutoML Optimization

7/.)'/_5 PaddlePaddle .@n . ONNX
[l pandas K3 Sl OpenXLA Triton | siqopt NtelNeural

7 LightGBM  XGBoost CatBoost I¥Pt Ccompressor

w/ Intel Optimizations

SYCLomatic oneDAL oneDNN oneCCL oneMKL SynapseAl™

intel

habana

intel intel intel
ATOM CORE XeON

Note: not all components are necessarily compatible with all other componentsin other layers

LRZ Beginn e?%ﬂ% |oneAPI Data Analytics Library, oneDNN —Intel one APl Deep Neural Networks Library, one CCL - Intel one API Collective Communications Library, oneMKL- Intel oneAPI Math Kemel Library
AVX - Advanced Vector Extensions, VNNI - Vector Neural Network Instructions, AMX — Advanced Matrix Extensions, XMX — Xe Matrix Extensions

intel.
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Engineer Data Create Machine Learning & Deep Learning Models Deploy

Accelerate End-to-End Data Science and Al Al Analytics Toolkit

Data Analytics Scale Optimized Frameworks and Middleware Optimize Models

1F TensorFlow ¢ PyTOFCh .Xnet Automate Automate

Model Tuning Low-Precision

2232 MODIN @s::ipy
AutoML Optimization

7/.)'/_5 PaddlePaddle .@n . ONNX
IEEI pcndcs OpenFL OpenXLA Triton SiaOpt Intel Neural

7 LightGBM  XGBoost CatBoost I¥Pt Ccompressor

w/ Intel Optimizations

SYCLomatic oneDAL oneDNN oneCCL oneMKL SynapseAl™

intel intel intel p—
ATOM CORE XeON

Note: not all components are necessarily compatible with all other componentsin other layers

LRZ Beginn e?%ﬂ% |oneAPI Data Analytics Library, oneDNN —Intel one APl Deep Neural Networks Library, one CCL - Intel one API Collective Communications Library, oneMKL- Intel oneAPI Math Kemel Library
AVX - Advanced Vector Extensions, VNNI - Vector Neural Network Instructions, AMX — Advanced Matrix Extensions, XMX — Xe Matrix Extensions

intel.
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Engineer Data Create Machine Learning & Deep Learning Models Deploy

Connect Al to Big Data

Data Analytics Scale Optimized Frameworks and Middleware Optimize Models

1F TensorFlow ¢ PyTOFCh .Xnet Automate Automate

Model Tuning Low-Precision

2232 MODIN @s::ipy
AutoML Optimization

7/.)'/_5 PaddlePaddle .@n . ONNX
IEEI pcndcs OpenFL OpenXLA Triton SiaOpt Intel Neural

7 LightGBM  XGBoost CatBoost I¥Pt Ccompressor

w/ Intel Optimizations

SYCLomatic oneDAL oneDNN oneCCL oneMKL SynapseAl™

intel intel intel p—
ATOM CORE XeON

Note: not all components are necessarily compatible with all other componentsin other layers

LRZ Beginn e?%ﬂ% |oneAPI Data Analytics Library, oneDNN —Intel one APl Deep Neural Networks Library, one CCL - Intel one API Collective Communications Library, oneMKL- Intel oneAPI Math Kemel Library
AVX - Advanced Vector Extensions, VNNI - Vector Neural Network Instructions, AMX — Advanced Matrix Extensions, XMX — Xe Matrix Extensions
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Engineer Data

Connect Al to Big Data

Optimized Frameworks and Middleware

T TensorFlow G PyTorch @ xnet
& ONNX
4| pandas OpenXLA Triton
I |I P < LightGBM  XGBoost CatBoost

w/ Intel Optimizations

232 MODIN

SYCLomatic oneDAL

13/ PaddlePaddle
77/ OpenFL

Create Machine Learning & Deep Learning Models

o®.

oneDNN

oneCCL

Deploy

OpenVINO™
Toolkit

Optimize Models Write Once

Automate Automate
Model Tuning  Low-Precision Deploy Auto-

AutoML Optimization thimized

) Intel Neural
SigOpt Compressor Anywhere

oneMKL SynapseAl™

intel

intel

CORE

intel

XeON

habana

Note: not all components are necessarily compatible with all other componentsin other layers

LRZ Beginn e?%ﬂ% |oneAPI Data Analytics Library, oneDNN —Intel one APl Deep Neural Networks Library, one CCL - Intel one API Collective Communications Library, oneMKL- Intel oneAPI Math Kemel Library
AVX - Advanced Vector Extensions, VNNI - Vector Neural Network Instructions, AMX — Advanced Matrix Extensions, XMX — Xe Matrix Extensions

intel.
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Engineer Data Create Machine Learning & Deep Learning Models Deploy

Container Repository oneAPI powered MLOps Developer Sandbox Annotation/Training/Optimization
oneContainer Al Reference Kits Cnvrg.io Intel® Developer Cloud Intel® GETi

Connect Al to Big Data

OpenVINO™
Toolkit

Data Analytics Scale Optimized Frameworks and Middleware Optimize Models

. Automate Automate
1F TensorFlow ¢ PyTOFCh .Xnet Model Tuning Low-Precision Deploy Auto-

AutoML Optimization thimized

Write Once

212 MODIN @ SciPy

./.)'/_5 PaddlePaddle .@n . ONNX
[l pandas K3 Sl OpenXLA Triton | siqopt NtelNeural

7 LightGBM  XGBoost CatBoost I¥Pt Ccompressor

w/ Intel Optimizations

Anywhere

SYCLomatic oneDAL oneDNN oneCCL oneMKL SynapseAl™

intel intel intel

CORE g XeON

habana

Note: not all components are necessarily compatible with all other componentsin other layers

LRZ Beginn e?%ﬂ% |oneAPIData Analytics Library, oneDNN —Intel one APl Deep Neural Networks Library, oneCCL - Intel one API Collective Communications Library, oneMKL- Intel one APl Math Kemel Library = t I
AVX - Advanced Vector Extensions, VNNI — Vector Neural Network Instructions, AMX — Advanced Matrix Extensions, XMX — Xe Matrix Extensions Intel.



Intel®” one AP Toolkits

Intel® one API
Base Toolkit

Add-on

Domain-specific
Toolkits

Toolkits
powered by
oneAPI

LRZ Beginner Workshop

A core set of high-performance libraries and tools for
building C++, SYCL, C/OpenMP, and Python applications

intel

1. HPC
TOOLKIT
oneAPI

FOI‘ HPC intel. -
developers 1 RENDERING

TOOLKIT

oneAPL

For visual creators,
scientists & engineers

Foredge &loT
developers

Intel® oneAPI Tools for HPC
Deliver fast Fortran, OpenMP
& MPI applications that scale

Intel® oneAPI Rendering Toolkit

Accelerate visual compute, deliver high-
performance, high-fidelity visualization applications.

Intel® oneAPI Tools forloT
Build efficient, reliable solutions
that run at network’s edge

For Al developers & data scientists

For deep learning

Al
ANALYTICS

TOOLKIT

Intel® Al Analytics Toolkit
Accelerate machine learning & data
science pipelines end-to-end with
optimized DL & ML frameworks & high-
performing Python libraries

OpenVIN®

Intel”OpenVINO™ toolkit

Deploy high performance inference & applications from
edge to cloud

inference developers

Download at intel.comoneAPI

Or visit Intel® DevCloud for one API

oneAPI

intel.
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https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.html#gs.iicfss
https://devcloud.intel.com/oneapi/

Intel Has the Developer Tools Companies Use
to Scale Al Everywhere

Intel Distro Intel Tools

Upstream Intel Extension

Intel Optimized Tools / Kits which
Distributions of open improve productivity
source software and perf on Intel HW

Integrated Easily pluggable
acceleration to extensions to open
popular open source source software
software

AIKIT, OpenVINO™, BigDL,
oneContainer Portal, Cnvrg.io,
Intel Neural Compressor, SigOpt,
SynapseAl®

Modin, XGBoost, TF, PT, PDPD, Scikit-Learn Extension, Optimized

MxNet, more ... Analytics Package, IPEX, more ... Modin, Intel TF, IDP

Across major software channels (PyPIl, Anaconda, Intel, Apt, Yum, Docker)

LRZ Beginner Workshop intel.
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. Intel® Xeon® Scalable Processor
. Intel® Data Center GPU

Intel Al Software by Platform

. Intel® Gaudi® Processors for DL

Cat . Software Open Optimizations Intel Intel Intel
ategory Source Upstreamed* Extension™* Distribution Tool /Kit
Orchestration Cnvrg.io No 11
BigDL Yes B
Toolkits
OpenVINO Yes ]
Ontimizati Neural Compressor Yes |
imization
P SigOpt Yes I | |
TensorFlow Yes O ] B
PyTorch Yes . ] B
DL ONNX Yes .
Frameworks PDPD Yes H
DeepSpeed Yes B
OpenFL Yes .
XGBoost Yes B
ML Scikit-Learn Yes L § |
Frameworks CatBoost Yes .
LightGBM Yes .
Modin (for Pandas) Yes B .
Data © ~F
e Intel® Distribution for Python Yes ]
Spark Yes O .
Triton Yes B
Al Compilers
OpenXLA Yes B

LR Beginnek W%Egr}ﬂ%gmany optimizations for as many hardware targets as soon as possible

** Access more Intel optimizations and target hardware support through API-compliant extensions

intel.
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https://intel.sharepoint.com/sites/AI-Marketing/Shared Documents/Sales Enabling/Gold decks/Software Gold Deck/cnvrg.io
https://intel.sharepoint.com/sites/AI-Marketing/Shared Documents/Sales Enabling/Gold decks/Software Gold Deck/cnvrg.io
https://intel.sharepoint.com/sites/AI-Marketing/Shared Documents/Sales Enabling/Gold decks/Software Gold Deck/cnvrg.io
https://software.intel.com/content/www/us/en/develop/topics/ai/analytics-zoo.html
https://intel.sharepoint.com/sites/AI-Marketing/Shared Documents/Sales Enabling/Gold decks/Software Gold Deck/cnvrg.io
https://intel.sharepoint.com/sites/AI-Marketing/Shared Documents/Sales Enabling/Gold decks/Software Gold Deck/cnvrg.io
https://intel.sharepoint.com/sites/AI-Marketing/Shared Documents/Sales Enabling/Gold decks/Software Gold Deck/cnvrg.io
https://www.intel.com/content/www/us/en/developer/tools/oneapi/neural-compressor.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/neural-compressor.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/neural-compressor.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/neural-compressor.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/neural-compressor.html
https://www.tensorflow.org/install/pip
https://github.com/intel/intel-extension-for-tensorflow
https://github.com/intel/intel-extension-for-tensorflow
https://www.intel.com/content/www/us/en/developer/articles/technical/get-started-habana-gaudi-deep-learning-training.html#gs.vcj3x3
https://pytorch.org/get-started/locally/
https://github.com/intel/intel-extension-for-pytorch
https://github.com/intel/intel-extension-for-pytorch
https://onnxruntime.ai/
https://github.com/PaddlePaddle/Paddle
https://github.com/intel/intel-extension-for-deepspeed
https://github.com/securefederatedai/openfl
https://xgboost.readthedocs.io/en/latest/
https://intel.github.io/scikit-learn-intelex/
https://github.com/catboost/catboost
https://github.com/microsoft/LightGBM
https://github.com/modin-project/modin
https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/distribution-of-modin.html#gs.cnukpg
https://intel.github.io/scikit-learn-intelex/
https://spark.apache.org/
https://github.com/Intel-bigdata/OAP
https://github.com/intel/intel-xpu-backend-for-triton
https://github.com/intel/intel-extension-for-openxla

Intel® Al Analytics Toolkit
Powered by oneAPI

Accelerate end-to-end Al and data analytics Intel® Optimization for Accelerated Data Frames
. . . . . . ® TensorFlow
pipelines with libraries optimized for Intel Intel® Distribution of Modin OmniSci Backend
Intel® Distribution for Python

Who Uses It?

developers, Al application developers
Samples and End2End Workloads

Top Features/Benefits s s
LpcPu gid
= Deep learning performance for training and

inference Wlth Intel Optimized DL Supported Hardware Architechures!

fra mewo rks an d too ls Hardware support varies by individual tool. Architecture support will be expanded over time.

Other names and brands may be claimed as the property of others.

GPU

*= Drop-in acceleration for data analytics and
machine [earning workflows with compute_ Get the Toolkit HERE or via these locations

intensive Python packages
2 ETE T N

Learn More: software.intel.com/oneapi/ai-kit

Back to Domain-specific Toolkits for Specialized Workloads intel 46


https://software.intel.com/en-us/oneapi/ai-kit
https://software.intel.com/content/www/us/en/develop/tools/oneapi/download.html#aikit
https://intelsoftwaresites.secure.force.com/devcloud/oneapi
https://software.intel.com/content/www/us/en/develop/articles/installation-guide-for-intel-oneapi-toolkits.html
https://hub.docker.com/r/intel/oneapi-aikit
https://software.intel.com/content/www/us/en/develop/articles/oneapi-repo-instructions.html
https://software.intel.com/content/www/us/en/develop/articles/installing-ai-kit-with-conda.html

High-Performance Deep Learning Using Intel” Distribution of

Open\/INOTM toolkit - Powered by oneAPI

A toolkit for fast, more accurate real-world results using high-performance Al and computer vision
inference deployed into production on Intel XPU architectures (CPU, GPU, FPGA, VPU) from edge to

cloud
Who needs this product?

Al application developers, OEMs, ISVs,
System Integrators, Vision and Media
developers

Top Features/Benefits

High-performance, deep learning
inference deployment

Streamlined development; ease of use

Write once, deploy anywhere

1. BUILD

Trained Model

¥ TensorFlow Caffe
SKALD! {Edxnet

€ ONNX

Open Model Zoo

=:x| 100+ open sourced and
" | optimized pre-trained models;

80+ supported public models

software.intel.com/openvino-toolkit

2. OPTIMIZE

Model Optimizer

Converts and optimizes trained

model using a supported
framework

Post-Training
Optimization Tool

Deep Learning
Workbench

Read, Load, Infer
———————

Intermediate
Representation
(.xml, .bin)

Deep Learning Streamer

Code Samples & Demos

(e.e. Benchmark app, Accuracy
Checker, Model Downloader)

3. DEPLOY

Inference Engine
Common APl that
abstracts low-level
programming for each
hardware

Deployment Manager

CPU Plugin
[ .

GPU Plugin
[ 8

GNA Plugin

Myriad Plugin
For Intel? NCS2 & NCS
L

HDDL Plugin

FGPA Plugin

intel.
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https://software.intel.com/en-us/openvino-toolkit

Simplified Download

Download Documentation

Presets @

Data Analytics Classical Machine Learning

Inference Optimization

Python* Versions 3

Python* 3.9 | Python 3.10

Package Type @

conda® pip | Docker*

Deep Learning Framework Optimizations &
Intel® Extension for TensorFlow™

Intel® Extension for PyTorch*

Intel*-Optimized Tools & Libraries @
[T] Intel® Optimization for XGBoost*
[ Intet® Extension for Scikit-learn*
[] intel® Distribution of Modin*

[7] Intel® Neural Compressor

SDKs & CLIs @
[ envrgio™ SDK V2 in Python*

Al Tools Selector (Preview)

Achieve End-to-End Performance for Al Workloads, Powered by oneAPI

Al Tools: Deep Learning

All packages are for Linux*® only.
Install a Docker* Container

docker pull intel/deep-learning:2023.2-py3.9 @

Installation Instructions for Docker*

You must install Docker to run the containers. For complete instructions, visit the Docker website.

Offline Installer

All Al tools are available for offline installation using a stand-alone installer. Choose this option if your target installation
environments are behind a firewall, you need to manage versions, or for other purposes.

whnlo:

In This Package

Intel® Distribution for Python® is a cluster of packages, including the Python Interpreter and compilers, that are optimized
via Intel® oneAPI Math Kernel Library (oneMKL) and Intel® oneAP| Data Analytics Library {oneDAL) to make Python
applications more efficient

| xtension for TensorFl
TensorFlow’
acceleration.

of is a heterogeneous, high-performance, deep learning extension plug-in based on a
PluggableDevice interface that enables access to Intel CPU and GPU devices with TensorFlow for Al workload

Intel® Extension for PyTorch* extends PyTorch with up-to-date feature optimizations for an extra performance boost on

—xperience for Intel Al Software

©penVIN®

OpenVINO™ toolkit: An open source toolkit that makes it easier to write once, deploy anywhere.

Runtime and Des

Pythee Virsion (6414)

recormmanded for Tth Generstion el® Care™ prc

LR%t esé/\ﬁ%\/évrm IACI; g%%ontent/vvvvvv/us/en/deveIoper/tooIs/oneapi/aiftoo\sfselector.htm| ] I
tTpS: )v\/vvvv.inte?com ccpntent/vvvvvv/us/en/deveIoper/tools/openvmoftoo\kit/dovvn\oad.htmI?VERSIONZV_QOQS_]_O&OP_SYSTEIVI:WINDOWS&DISTR\BUTION:ARCHIVE Inte ®
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https://www.intel.com/content/www/us/en/developer/tools/oneapi/aikit-config-beta.html
https://www.intel.com/content/www/us/en/developer/tools/openvino-toolkit/download.html?VERSION=v_2023_1_0&OP_SYSTEM=WINDOWS&DISTRIBUTION=ARCHIVE

oneAPI Available on

intel .
Intel” DevCloud for one AP Bngloud (B

1Minute to Code
A development sandbox to develop,

test and run workloads across a range .
of Intel CPUs, GPUs, and FPGASs using No Hardware Acquisition
Intel’s oneAPI| software.

No Download, Install or Configuration

Get Up & Runhing In Seconds! Easy Access to Samples & Tutorials

Si gn up at: Support for Jupyter Notebooks, Visual Studio Code

intel.


software.intel.com/devcloud/oneapi

Accelerate Time to Production with
Intel® DevCloud for the Edge

© Development

Servers

/ Storagé
@ Server

HOW IT WORKS

e

—

Job

)

Queue

0

Hi 5 N 5 -

CPU FPGA GPU VPU

Y

Inference

-
Video/Image oW
Output ghe !‘, s

Instant, Global Access
Run Al applications from anywhere in the world

Prototype on the Latest Hardware and Software
Develop knowing you're using the latest Intel technology

Benchmark your Customized Al Application
Immediate feedback - frames per second, performance

Reduce Development Time and Cost
Quickly find the right compute for your edge solution

Sign up now for access

intel.
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https://inteliot.force.com/DevcloudForEdge/s/

.
oneContainer Portal

Al Containers for Flexibility e D

= Optimized, validated, deployable Al containers

= Available via Docker containers. Will expand to include Kubernetes

rchestrations, Helm charts = O O
orcnes , onﬁ_px PyTorch PyTorch ¥ TensorFlow

= Access from oneContainer Portal

* Include containers with ready-to-use Al software stacks ‘ — —_ -

* And containers with full Al workloads (including models)

l ¥ TensorFlow ¥ TensorFlow V¥ TensorFlow ¥ TensorFlow

DLRM Mask R-CNN PYT, TF, OV : e

ResNet50 PYT, TF, OV RNN-T PYT, TF, OV T
BERT-large PYT, TF, OV 3D-UNet TF, OV EEETTE——S TS T EET—

Transformer-LT PYT, TF DIEN TF

MobileNet-v1 PYT, TF, OV Wide & Deep PYT, TF Ohaaofiow || T searow SpaVNg PouniNg
SSD-Mobilenet-v1 PYT, TF, OV RNX101 — ] -

SSD-Resnet34 PYT, TF, OV Yolo-V3 PYT, TF, OV i ) ﬂ )

WaveNet* TF NCF* TF

intel. =


https://software.intel.com/content/www/us/en/develop/tools/containers.html?query=&currentPage=2&externalFilter=emtsubject:itinformationtechnology/aiartificialintelligence;

Which Toolkit Should | Use

intel. =



Use Both!

Intel® one API Analytics Toolkit & Intel® Distribution of OpenVINO™ toolkit

Toolkits are complementary to each other and recommendation is to use them both based on your current phase of Al Journey

ﬂ I am exploring and analyzing data; | am \ ﬂ I am deploying models \

developing models ) o
= [want leading performance and efficiency

» | want performance and compatibility with across multiple target HW

frameworks and libraries | use ]
* I'm concerned about having lower memory

» | would like to have drop-in acceleration footprint, which is critical for deployment

with little to no additional code changes
» | am comfortable with learning and

» | prefer not to learn any new tools or adopting a new tool or API to do so

languages / /

Data Scientist/ML Developer @ App Developer
@ Intel® oneAPI Al Analytics Toolkit m Intel® Distribution of OpenVINO™ toolkit

If you prefer working on primitives and to optimize kernels and algorithms directly using oneAPI libraries
(oneDNN, oneCCL & oneDAL), then use Intel® oneAPI| Base Toolkit

intel. =



Customer Success
Story

Accrad Al-based Solution Helps Accelerate COVID-19 Diagnosis

Optimized by Intel” one APl Analytics Toolkit & Intel® Distribution of OpenVINO™ toolkit

CheXRad helps radiologists and physicians identify COVID-19, viral pneumonia and other diseases on
chest X-ray images, and predict the need for ventilators.

* CheXRad comes pre-configured with a COVID-19 and G o s 0 on w19
viral pneumonia classification neural network. Predctonprovabites (100, 0001
* To architect, train and validate the neural network, 2
Accrad used Intel Tensorflow from Al Analytics Toolkit o
and the Intel oneAPI DevCloud to develop the model.
* To optimize its model for deployment, Accrad used
OpenVINO™ toolkit and Intel® DevCloud for Edge. sl

* CheXRad could classify pathologies in 140 chest x-rays
in just 90 seconds —up to 160x faster than radiologists,
at comparable levels of accuracy, sensitivity and 0 .
specificity. T o us 2w

Learn more in this solution brief

Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.

intel. =


https://www.intel.com/content/dam/www/public/us/en/documents/solution-briefs/accrad-chexrad-devcloud-lung-diagnosis-app-solution-brief.pdf

LLMs in Enterprise with Intel

AutoML &

Select a Pre-
trained model

Bring & process
your proprietary
data

S

|

Y
Stable
LM
.
Y
GPT-J
Vicuna
./
Llama
Falcon
~ | Hugging Face
PYTORCH
¥ TensorFlow HUR

22 MoODIN

Hyperparameter

Tuning

SIGOPT

Batch
Size

Accura
Cy

Target

Other

Fine Tune

Domain | ————
Adaptati Feature

on Extractio

SIGOPT

~ Transformers
IntelTransformer Extension

Model Deploy on
Compression XPU
Quantiz
ation .gi\
— He=n
Distillati N,/

o Deploy on Intel®

Xeon Scalable
processor with
Built-In Al
Accelerator

Pruning

Optimum n |

intel'NeuralCompressor

intel.
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L

< +ntel

Optimized Models & Spaces

Hundreds of
Dolly LLAMAZ2 MPT LDM3D Whisper thousands
more...
Intel Optimized Hugging Face Libraries & Tools
Transformers Diffusers Accelerate PEFT Optimum
Fine Tuning for NLP,CV Generative Use Cases Fine Tuning at Scale Efficient Fine Tuning Performance Optimization
Foundational Stack
<P, ONNX ®penVIN®
TensorFlow PyTorch ,>y%/ I P

Fine Tuning workflows on Hugging Face Platform optimized OOB for Intel products

https://huggingface.co/Intel

intel.
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Save [ime with One-line Code Changes

More model experimentation for higher accuracy

Engineer Data Create Machine Learning & Deep Learning Models

~9Q0x ~38x More
| Acceleration
pa!;iclzlas M?glN .0”

import modin.pandas as pd from sklearnex import patch_sklearn O uick Start Guide
patch_sklearn()

Seelink below for workloads and configurations. Results may vary
https://www.intel.com/content/www/us/en/developer/articles/technical/code-changes-boost-pandas-scikit-learn-tensorflow.html

intel.


https://www.intel.com/content/www/us/en/developer/articles/technical/code-changes-boost-pandas-scikit-learn-tensorflow.html
https://cdrdv2-public.intel.com/767176/intel-ai-optimizations-quick-start-guide-1.pdf

Conclusion
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Key Takeaways & Call to Action

= Intel toolkits are FREE, complementary & work
seamlessly together

» They help achieve performance & efficiency across
different stages of Al Journey

» Recommend the toolkits based on current phase of
customer pipeline

Download the toolkits

Intel® oneAPI Al Analvtics Toolkit

Intel® Distribution of OpenVINO ™ toolkit

Intel® oneAPI Base Toolkit

Learn more about Intel® oneAPI
Toolkits

intel. s


https://software.intel.com/content/www/us/en/develop/tools/openvino-toolkit/choose-download.html
https://software.intel.com/content/www/us/en/develop/tools/oneapi/all-toolkits.html
https://software.intel.com/content/www/us/en/develop/tools/oneapi/all-toolkits.html

Thank you for your attention!
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