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What are the Aspects of Performance
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The Long & Short of Performance Analysis
Get the big picture first with a Snapshot or Platform Profiler

Snapshot
Quickly size potential performance gain.

Run a test “during a coffee break”.

In-Depth
Advanced collection & analysis.

Insight for effective optimization.

Application
Focus
• HPC App developer focus
• 1 app running during test

Intel® VTune™ Amplifier

Application Performance Snapshot

Intel® VTune™ Amplifier Many profiles

Intel® Advisor Vectorization

Intel® Trace Analyzer and Collector
 MPI Optimization

System Focus
• Deployed system focus
• Full system load test

Intel® VTune™ Amplifier’s

Storage Performance Snapshot

Intel® VTune™ Amplifier
- System-wide sampling
- Platform Profiler

Maximum collection times:  L=long (hours)   M=medium (minutes)   S=short (seconds-few minutes)

S-M

L

L

S

S-L

L
S-M
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Save Time Optimizing Code
▪ Accurately profile C, C++, Fortran*, Python*, Go*, Java*, 

or any mix

▪ Optimize CPU, threading, memory, cache, storage & more

▪ Save time: rich analysis leads to insight

▪ Take advantage of Priority Support
– Connects customers to Intel engineers for confidential inquiries (paid versions)

What’s New in 2019 Release (partial list)

▪ New Platform Profiler! - Longer Data Collection 

▪ A more accessible user interface provides a simplified 
profiling workflow

▪ Smarter, faster Application Performance Snapshot: Analyze 
CPU utilization of physical cores, pause/resume, more… (Linux*)

▪ Improved JIT profiling for server-side/cloud applications

Analyze & Tune Application Performance 
Intel® VTune™ Amplifier—Performance Profiler

Learn More: software.intel.com/intel-vtune-amplifier-xe

https://supporttickets.intel.com/
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Two Great Ways to Collect Data
Intel® VTune™ Amplifier

Software Collector Hardware Collector

Uses OS interrupts Uses the on chip Performance Monitoring Unit (PMU)

Collects from a single process tree Collect system wide or from a single process tree.

~5ms default resolution ~1ms default resolution (finer granularity - finds small functions)

Either an Intel® or a compatible processor Requires a genuine Intel® processor for collection

Call stacks show calling sequence Optionally collect call stacks

Works in virtual environments
Works in a VM only when supported by the VM

(e.g., vSphere*, KVM)

No driver required Uses Intel driver or perf if driver not installed

No special recompiles - C, C++, C#, Fortran, Java, Python, Assembly
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Performance Analysis Tools for Diagnosis
Intel® Parallel Studio XE

Intel® Trace Analyzer 
& Collector (ITAC)

Intel® MPI Snapshot
Intel® MPI Tuner

Intel® 
VTune™ Amplifier

Intel® 
Advisor

Intel® 
VTune™ Amplifier

Tune MPI

Optimize 
Bandwidth

Thread

Y

N

YN

Y N
Vectorize

Cluster 
Scalable

?

Memory 
Bandwidth 
Sensitive

?

Effective
threading
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Login to RRZE System & Setup

1) $ ssh –L <user> cshpc.rrze.fau.de

2) $ screen

3) $ ssh meggie

4) $ cp /home/hpc/k_m85q/m85q0066/vtune_labs.tar.gz .

5) $ tar -xzvf vtune_labs.tar.gz

6) $ cd vtune_labs

7) $ module load oneapi

8) $ ./compile.sh
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Run Benchmark & VTune on the Compute Node

1) $ srun -N 1 -t 90 --reservation=PRACE-day3 -C hwperf --pty /bin/bash -l

2) $ module load oneapi

3) $ export OMP_PLACES=threads

4) $ ./stream.x #get baseline performance

5) $ ./stream_mod.x #broken stream performance

6) $ diff ./stream.c ./stream_mod.c #no, that would be too easy

7) $ vtune -c hotspots -r r_hs_mod -- ./stream_mod.x #first VTune analysis

8) $ vtune –c … #will be discussed in the presentation



Copyright ©  2020, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Optimization Notice

Start VTune Backend Server & Connect

1) Open another screen terminal (CTRL & a + c) and navigate to vtune_labs

2) $ source /home/woody/unrz/unrz139/inteloneapi/setvars.sh #no module

3) $ vtune-backend --web-port <UNIQUE PORT> --data-directory .

4) Detach from screen (CTRL & a + d)  & logout (exit)

5) Reconect with Tunnel ssh ... -L <UNIQUE PORT> :localhost: <UNIQUE PORT>

6) $ screen –x

7) Copy server URL (Serving GUI at) into your browser –> accept certificate

8) Go back to screen terminal 1 (CTRL & a + p) and continue to follow the  
presentation
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The Stream Benchmark
John D. McCalpin (TACC)

#pragma omp parallel for
for (j=0; j<STREAM_ARRAY_SIZE; j++)

c[j] = a[j];

#pragma omp parallel for
for (j=0; j<STREAM_ARRAY_SIZE; j++)

b[j] = scalar*c[j];

#pragma omp parallel for
for (j=0; j<STREAM_ARRAY_SIZE; j++)

c[j] = a[j]+b[j];

#pragma omp parallel for
for (j=0; j<STREAM_ARRAY_SIZE; j++)

a[j] = b[j]+scalar*c[j];

Copy

Scale

Add

Triad

Arithmetic intensity (>9 for peak DP DRAM)

1 Flop / 3 * 8 Bytes = 0.042

0 Flop / 2 * 8 Bytes = 0

1 Flop / 3 * 8 Bytes = 0.042

2 Flop / 4 * 8 Bytes = 0.0625

Note that Stream is reporting the best Bandwidth rate out of 10 iterations per default
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Performance Note

Xeon Scalable 2nd Generation 8260

Name: Intel(R) Xeon(R) Processor code named Cascadelake

Frequency: 2.4 GHz 

Logical CPU Count: 96

Max DRAM Single-Package Bandwidth: 128.0 GB/s (MHZ * …)

Performance figures are reported OOB without further optimizations like 
hugepages
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We modified Stream

$ icc -qopenmp -DSTREAM_ARRAY_SIZE=1000000000 -mcmodel large ../stream.c
-O2 -g -xHost -o stream.x

$ icc -qopenmp -DSTREAM_ARRAY_SIZE=1000000000 -mcmodel large ../stream_mod.c
-O2 -g -xHost -o stream_mod.x

$ export OMP_PLACES=threads
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-------------------------------------------------------------
STREAM version $Revision: 5.10 $
-------------------------------------------------------------
This system uses 8 bytes per array element.
-------------------------------------------------------------
Array size = 1000000000 (elements), Offset = 0 (elements)
Memory per array = 7629.4 MiB (= 7.5 GiB).
Total memory required = 22888.2 MiB (= 22.4 GiB).
Each kernel will be executed 10 times.
The *best* time for each kernel (excluding the first iteration)
will be used to compute the reported bandwidth.

-------------------------------------------------------------
Number of Threads requested = 96
Number of Threads counted = 96
-------------------------------------------------------------
Your clock granularity/precision appears to be 1 microseconds.
Each test below will take on the order of 80675 microseconds.

(= 80675 clock ticks)
Increase the size of the arrays if this shows that
you are not getting at least 20 clock ticks per test.
-------------------------------------------------------------
WARNING -- The above is only a rough guideline.
For best results, please be sure you know the
precision of your system timer.
-------------------------------------------------------------
Function    Best Rate MB/s  Avg time     Min time     Max time
Copy:          179386.1     0.089317     0.089193     0.089479
Scale:         187742.8     0.085394     0.085223     0.085636
Add:           201301.6     0.119386     0.119224     0.119830
Triad:         200889.1     0.119528     0.119469     0.119599
-------------------------------------------------------------
Solution Validates: avg error less than 1.000000e-13 on all three arrays
-------------------------------------------------------------

-------------------------------------------------------------
STREAM version $Revision: 5.10 $
-------------------------------------------------------------
This system uses 8 bytes per array element.
-------------------------------------------------------------
Array size = 1000000000 (elements), Offset = 0 (elements)
Memory per array = 7629.4 MiB (= 7.5 GiB).
Total memory required = 22888.2 MiB (= 22.4 GiB).
Each kernel will be executed 10 times.
The *best* time for each kernel (excluding the first iteration)
will be used to compute the reported bandwidth.

-------------------------------------------------------------
Number of Threads requested = 96
Number of Threads counted = 96
-------------------------------------------------------------
Your clock granularity/precision appears to be 1 microseconds.
Each test below will take on the order of 223591 microseconds.

(= 223591 clock ticks)
Increase the size of the arrays if this shows that
you are not getting at least 20 clock ticks per test.
-------------------------------------------------------------
WARNING -- The above is only a rough guideline.
For best results, please be sure you know the
precision of your system timer.
-------------------------------------------------------------
Function    Best Rate MB/s  Avg time     Min time     Max time
Copy:           95325.4     0.205046     0.167846     0.230016
Scale:          84390.4     0.214661     0.189595     0.275163
Add:           107456.1     0.263129     0.223347     0.317161
Triad:         100594.8     0.289895     0.238581     0.347999
-------------------------------------------------------------
Solution Validates: avg error less than 1.000000e-13 on all three arrays
-------------------------------------------------------------

STREAM Baseline vs Modified
stream.x stream_mod.x
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What causes the memory 
bandwidth drop?

Problem Investigation
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vtune -c hotspots -r r_hs_mod -- ./stream_mod.x

Collecting Hotspots
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vtune -c hotspots -knob sampling-mode=hw -r r_hshw_mod -- ./stream_mod.x

Collecting Hotspots via EBS
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vtune -c hpc-performance -r r_hpc_mod -- ./stream_mod.x

Collecting HPC Performance
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313 #pragma omp parallel for
314 for (j=0; j<STREAM_ARRAY_SIZE; j++)
315 c[j] = a[j];
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313 #pragma omp parallel for
314 for (j=0; j<STREAM_ARRAY_SIZE; j++)
315 c[j] = a[j];
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323 #pragma omp parallel for
324 for (j=0; j<STREAM_ARRAY_SIZE; j++)
325 b[j] = scalar*c[j];
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333 #pragma omp parallel for
334 for (j=0; j<STREAM_ARRAY_SIZE; j++)
335 c[j] = a[j]+b[j];
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343 #pragma omp parallel for
344 for (j=0; j<STREAM_ARRAY_SIZE; j++)
345 a[j] = b[j]+scalar*c[j];
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vtune -c memory-access -r ./r_ma_mod -- ./stream_mod.x

Collecting Memory Access
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vtune -c memory-access -knob analyze-mem-objects=true -r ./r_mao_mod -- ./stream_mod.x

Collecting Memory Access 
with Objects
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Linux first touch policy

• Memory is assigned to NUMA domains 

• not during the (default) allocation

• but when the memory is being touched by the first time

• The NUMA domain that will get the memory assigned as local memory, is 
therefore the domain from where the corresponding thread touched the 
memory for the first time
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Let’s fix it!
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Fine, but what about the mem 
BW increase on socket #2?
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Linux Kernel page migration

• New in RHEL 7 / SLES 12

• Default configuration is ON

• Introduces background noise, bad for benchmarking

$ cat /proc/sys/kernel/numa_balancing

What if we would increase the runtime from 10 iterations to 100?
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Besides being fooled by filters and zoom

Some earlier problem indicators 
we missed?
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Better, Faster Application Performance Snapshot
Intel® VTune™ Amplifier – Performance Profiler

Better Answers

▪ CPU utilization analysis of physical cores

Less Overhead

▪ Lower MPI trace overhead 
& faster result processing

▪ New data selection & pause/resume
let you focus on useful data

Easier to Use

▪ Visualize rank-to-rank & 
node-to-node MPI communications

▪ Easily configure profiling for Intel® Trace Analyzer & Collector

Free Download: intel.com/performance-snapshot
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Legal Disclaimer & Optimization Notice

Optimization Notice

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel 
microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the 
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent 
optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture 
are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the 
specific instruction sets covered by this notice.

Notice revision #20110804

67

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance 
tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any 
change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully 
evaluating your contemplated purchases, including the performance of that product when combined with other products.  For more complete 
information visit www.intel.com/benchmarks.  

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY 
INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS 
ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS 
FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY 
RIGHT.

Copyright © 2020, Intel Corporation. All rights reserved. Intel, the Intel logo, Pentium, Xeon, Core, VTune, OpenVINO, Cilk, are trademarks of 
Intel Corporation or its subsidiaries in the U.S. and other countries.

https://software.intel.com/en-us/articles/optimization-notice
http://www.intel.com/benchmarks



