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Projects on SuperMUC

SuperMUC Phase 1 and Phase 2:  
The Multi-Petaflop Systems at LRZ
Computer simulations are the well-established third 
pillar of natural sciences along with theory and experi-
mentation. Particularly high performance computing is 
growing fast and constantly demands more and more 
powerful machines. To keep pace with this development, 
in spring 2015, the Leibniz Supercomputing Centre in-
stalled the high performance computing system Super-
MUC Phase 2, only three years after the inauguration of 
its sibling SuperMUC Phase 1. Thereby, the compute ca-
pabilities were more than doubled. For a detailed system 
description of SuperMUC Phase 1 and Phase 2, please see 
the Appendix.

The new system was thoroughly tested by the most de-
manding user projects in a 30-day extreme scaling peri-
od. During that time, 14 projects had the opportunity to 
run their applications on the full Phase 2 system and per-
formed stress tests on the cooling system, interconnect, 
processors, and storage system, as well as testing new 
compilers and a new parallel environment (see chapter 
8 for more details).

The Leibniz Supercomputing Centre supplies its high per-
formance computing resources to both national and in-
ternational research teams. It is a member of the Gauss 
Centre for Supercomputing (GCS), which combines the 
three national centres High Performance Computing 
Center Stuttgart (HLRS), Jülich Supercomputing Cen-
tre (JSC), and Leibniz Supercomputing Centre (LRZ) into 
Germany’s foremost supercomputing institution. GCS 
is jointly funded by the German Federal Ministry of Ed-
ucation and Research and the corresponding ministries 
of the states of Bavaria, Baden-Wuerttemberg and North 
Rhine-Westphalia. GCS massively contributes to Europe-
an large-scale scientific and engineering research by its 
involvement in the Partnership for Advanced Computing 
in Europe (PRACE). 

Proposals for computing time on SuperMUC can be sub-
mitted to the LRZ throughout the year and the projects 
can start immediately after they have been reviewed 
positively. Projects with several European partners can 
submit proposals via PRACE. Twice a year, GCS supports 
the most demanding projects through its Call for Large 
Scale Projects. Several PRACE and GCS Large Scale pro-
jects report about their work in this book.

Especially through the activities in the area of extreme 
scaling of applications, it became more and more evident 
that highly scalable software poses many challenges, for 
example message passing with several hundred thou-
sand tasks, and massively parallel I/O. Another challenge 
consists of using all the different layers of parallelism, 
from vector instructions to multi-threading, shared 
memory, multi- and many core CPUs, and message pass-

ing in complex network topologies. The Bavarian Com-
petence Network for Technical and Scientific High Per-
formance Computing (KONWIHR) twice a year supports 
short to medium term projects from regional research-
ers that optimize existing applications to achieve better 
scalability. Within the scope of KONWIHR supported pro-
jects, software developers come to LRZ to directly work 
with application experts to profile the application, iden-
tify bottlenecks, and to develop and implement strate-
gies for better scalability. The results of several KONWIHR 
projects are included in this book.

In addition, LRZ created dedicated application labs for 
astrophysics, big data, computational fluid dynamics, 
earth- and environmental sciences, digital humanities, 
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Figure 1: Prof. Arndt Bode, Chairman of the Board of Directors at LRZ in front 
of the new Phase2 nodes of SuperMUC.

and life sciences, where application experts work closely 
with scientists on optimization and scalability of the top 
applications. LRZ is also committed to the Partnership In-
itiative for Computational Sciences πCS to address their 
special requirements.

This book covers the time-frame June 2014 until June 
2016. Readers will find many examples of outstanding 
research in the more than 130 projects that are covered in 
this book, with each one of these projects using at least 4 
million core-hours on SuperMUC. 

In Spring 2016, 20% of the computing time was con-
sumed by jobs that ran on more than 4 Islands (32,768 
cores). Overall, more than 50% of jobs used at least 2,048 
cores. With the start of operation of Phase 2, the batch 
queueing system on Phase 1 had been re-configured to 
allow job sizes up to 8 Islands (65,536 cores) and we see 
an ever increasing number of 8-Island jobs.

The largest scientific communities using SuperMUC in 
the last two years were computational fluid dynamics 
simulations, chemistry and material sciences, astrophys-
ics, and life sciences. Reports from the largest projects in 
these areas are included in the book:
• Janka et al. performed three-dimensional simulations 

of core-collapse supernova explosions of massive stars 
applying neutrino hydrodynamics (page 42).

• Dolag et al. simulated the formation of the Universe 
in the Magneticum project, which marks the largest 
cosmological simulation to date (page 54).

• Adams et al. performed numerical investigations of 
the vortical flow field about the VFE-2 delta-wing 
(page 108).

• Stamatakis et al. reconstructed the phylogenetic 
trees for two of the largest datasets analyzed to date  
(page 260)

• Nestler et al. studied the complex microstructure evo-
lution in ternary eutectic alloys (page 196)
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Introduction

Cosmology is science at the largest scale, examining the 
origin and fate of the Universe as a whole. By studying 
its evolution over the past 13.8 billion years one sees the 
growth of cosmic structures from an almost homoge-
neous medium - when the universe was in its infancy 
– into a vast network of filaments and voids known as 
the cosmic web when viewed today. Within this frame-
work, matter collapses into halos that consist of dark 
and luminous components. The existence of Dark Mat-
ter is inferred by its gravitational effect on the luminous 
(also termed baryonic) matter, which is observed as the 
diverse galaxy population we see today. Cosmological 
studies are based on numerical simulations and obser-
vations of the evolution of cosmic structures from the 
first galaxies that form and then reionise the universe, to 
the present galaxy population and the intergalactic me-
dium. Such simulations follow the gravitational cluster-
ing of dark and baryonic matter, hydrodynamic processes 
associated with the gas, the formation of stars and black 
holes and their back reaction known as “feedback”. These 
computationally very expensive experiments can be per-
formed only on the largest supercomputers.

galaxies – the Milky Way and Andromeda – and several 
dozens smaller dwarf galaxies. In order to investigate 
the formation of the Local Group one either needs to 
simulate structure formation in a very large volume and 
to identify objects which look similar to the Local Group 
or to constrain the initial conditions of the simulations 
to produce the nearby galaxy distribution observed to-
day. This is the scope of the CLUES (Constrained Local 
UniversE Simulations) project (http://www.clues-pro-
ject.org), which provides initial conditions that aim to 
reproduce the environment of the Local Group. Within 
our project at LRZ Munich we have performed a series 
of simulations at different resolution that allows us to 
test different models of structure formation in particu-
lar on small scales which can be observed in the local 
environment. Figure 1 shows the simulated evolution 
of three different types of dwarfs in the neighborhood 
of the simulated Local Group. The main difference be-
tween the dwarfs is their typical time of star formation. 
While the upper two rows show a dwarf galaxy with 
early star formation (10 billion years ago) which now 
contains mainly old stars most of the stars in the sec-
ond dwarf have been formed only 4 billion years ago. 
The simulation allows us to study and to understand 

The Local Group

One important limitation of many 
galaxy formation simulations is that 
the simulated galaxies are usually 
selected to be relatively isolated sys-
tems, to avoid extra computational 
cost. However, the environment of 
galaxies plays an important role in 
their evolution, and simulations of 
isolated galaxies can only offer lim-
ited insights into the more complex 
process of galaxy evolution, at least 
when it comes to the formation of 
the Local Group of galaxies. This 
system consists of two large spiral 

Fig. 1: Left: Dark matter (top row) and gas (sec-
ond to third row) distribution of dwarf galaxies 
at different times. Right: Star formation rate in 
these dwarf galaxies as a function of time. 



15

Near Field Cosmology

the processes which led to this different behavior and 
to detect also a third type of galaxies with a mixed pop-
ulation of old and young stars (fourth row).

Our neighborhood is the best observed part of the uni-
verse where the smallest satellite galaxies can be detect-
ed. The dwarf galaxies around the Milky Way and other 
nearby galaxies show an unexpected alignment in vast 
planes. In order to study the infall pattern of these satel-
lite galaxies we analyzed a constrained simulation with 
10243 particles within a box of roughly 300 million light 
years side length [3]. In this simulation we can resolve 
dwarf satellites down to 500 million solar masses (ap-
proximately 0.05% of the mass of our Milky Way). In the 
simulation one can clearly see the cosmic web in which 
the galaxies move. This web-like cosmic structure can be 
also described by the direction of the velocity flow lines 
along which the galaxies move. In Fig. 2 we show that 
the infalling satellites preferentially move towards the 
massive host galaxies along the axis of weakest collapse 
defined by the large scale cosmic web. This direction is 
marked in red. Orthogonal to this direction (green, blue) 
far fewer satellites can be detected. The four quarters of 
the Aitoff plot correspond to different mass ranges of 
the satellites with the most massive on top left. Coun-
ter clock-wise the mass decreases. With decreasing mass 
the signal becomes smaller. The close relation of the local 
infall direction to the global cosmic web can explain the 
unexpected alignments of dwarf galaxies seen in the Lo-
cal Group.
 
Nearby clusters of galaxies and voids

The simulations described above were performed on 
initial conditions built using a so-called Wiener filter re-
construction, based on a relatively small set of observa-
tional data. We now use the much deeper CosmicFlows-2 
data set [4] and an improved reconstruction algorithm 
[5]. Based on the new observational data and the new 
algorithm we are able to simulate structure formation 
in a much larger volume of the local universe than be-
fore. For the first time the evolution of nearby clusters 
of galaxies can be studied in detail. In Figure 3 we show 
the simulated cosmic structures around the Milky Way. 
The Milky Way is situated in the center of the plot and 
the structures are shown in a slice of a few million light 
years thick up to a distance of about 300 million light 
years. A few well-known clusters of galaxies are visible: 
the Coma, Shapley and Perseus-Pisces clusters. Each of 

these clusters contains thousands of galaxies. The sim-
ulated structures can be directly compared with the ob-
served galaxy distribution shown as red dots in this fig-
ure. Between the clusters and filaments on can see large 
almost empty regions in which very luminous galaxies 
never have been formed: the cosmic voids.

Outlook

We will use the constrained initial conditions based on 
the CosmicFlows-2 dataset [4] to run a high resolution 
simulation of the Local Volume up to a distance of a few 
hundred million light years as well as a set of high res-
olution simulations of the formation of nearby clusters 
like Virgo, Coma and Centaurus. All these simulations will 
be performed including not only Dark Matter but also 
baryons. 
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Fig. 2: Infall direction of satellites in four different mass ranges shown in 
an Aitoff projection. The yellow, red and blue circles define areas within 
15 degrees of the cosmic web axes, e1, e2, and e3, respectively. 

Figure 3: Simulated objects in a large volume around the Milky Way.
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We first present a detailed simulation of the formation 
and evolution of clumps in a gas-rich high-redshift gal-
axy and then discuss our recent progress in understand-
ing the tiny G2 cloud, which has recently passed the mas-
sive black hole (BH) in our own Galactic Centre.

Gravitational instabilities in  
high-redshift gas-rich discs
Introduction

Gravitational instabilities are thought to be the main 
driver of structure formation in high-redshift gas-rich 
galactic discs. In this sub-project we are interested in 
a deep understanding of the formation of rings and 
clumps by directly comparing a high-resolution hydrody-
namical simulation with a newly established analytical 
perturbation analysis for geometrically thick discs. The 

self-gravitating initial disc is isothermal and in vertical 
hydrostatic equilibrium leading to a vertical sech2 den-
sity distribution and is meant to resemble an observed 
high-redshift disc galaxy. 

Results and Methods

The hydrodynamical equations together with the Pois-
son equation are solved with the help of the RAMSES 
code [1]. For this simulation, the Euler equations are 
evolved with the local Lax-Friedrichs scheme. The dark 
matter halo in which the isolated disc is embedded 
in is treated as an external density field added to the 
Poisson solver. Adaptive Mesh Refinement (AMR) allows 
to resolve the 48kpc size computational box with grid 
cell sizes between 187.5pc and 5.86pc, spanning 5 lev-
els of refinement and ensuring that the Jeans length 
is resolved with at least 18 grid cells. As expected from 
analytical, linear stability analysis, the disc forms rings, 
which later break up into a large number of clouds (Fig. 
1). The formation of axisymmetric overdensities with 
time shows the expected evolution in the linear regime: 
The number of simulated discrete, concentric rings and 
their relative position is given by the local fastest grow-
ing perturbation wavelength and the relative forma-
tion times follow the expected growth rates. In order 
to show this behaviour, the vertical scale heights of the 
discs in the simulations have to be resolved by at least 
5 grid cells. These ring-like perturbations later on frag-
ment into a large number of clumps. Being the result of 
ring fragmentation, their sizes are not directly related 
to the local fastest growing wavelength of the initial 
disc, as is often assumed in literature. We also find that 
they organise themselves into clusters of clumps, which 
appear as single entities at the resolution of 10m class 
telescopes and the substructure is able to explain many 
properties of observed giant clumps.

This RAMSES simulation was run on 2048 CPU-cores, con-
suming a total of roughly 1 Million CPU-h and producing 
roughly 2.4 Million files with a total of 6 TB of data.

The results of this sub-project have been published in [2].
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Figure 1: Column density of an evolved high-redshift, gas-rich disc. The 
formation of rings following gravitational instability and their subse-
quent break-up into clumps is shown. Taken from [2]. 
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On-going Research / Outlook

In future projects, we plan to include more 
physics in the simulations like cooling, the 
formation of stars in the dense clumps 
formed and the modelling of subsequent 
energy release by supernova explosions. 
We also plan to apply the expertise gained 
from this simulation to investigate the 
physics of circum-nuclear disc evolution, 
nuclear star cluster formation and their re-
lation to active galactic nuclei. Due to the 
cooling, feedback and strong outflows, we 
expect higher velocities, smaller time steps and a larg-
er volume filling factor of structure in the AMR domain. 
This leads to even more computationally expensive cal-
culations, making SuperMUC or its successor system per-
fectly suited for this task. 

The Galactic Centre cloud G2: mass-losing 
source or condensation in a stream of gas?

Introduction

The so-called “G2” cloud has just completed its peri-cen-
tre passage around the massive BH in the Galactic Cen-
tre (GC). In this sub-project we are investigating possible 
scenarios for its origin and evolution in the coming years. 
Our strategy is to follow the two most popular scenarios 
for the origin of the roughly 3 Earth masses of gas, name-
ly that G2 is part of a stream of gas pointing towards the 
GC or that it is made up of gas lost from a central source. 
By directly comparing to available high spatial resolution 
observations, we show that – up to now – both scenari-
os can be brought in good agreement with the observed 
appearance and kinematics of G2.

Results and Methods

For the realistic modelling of both scenarios, we em-
ploy the high-resolution shock capturing scheme PLUTO 
[4] and its patch-based AMR capabilities relying on the 
CHOMBO library within a Cartesian domain. The two-
shock Riemann solver with a parabolic interpolation and 
the second-order Runge-Kutta time integration scheme 
is used. In both approaches, the domain is filled with a 
hot atmosphere resembling an analytical solution for 
the accretion flow around the central massive BH, mod-
eled with a Newtonian point-like potential. For the case 
of the pure cloud simulations, we study possible origin 

scenarios along the observed orbit. Starting spherically 
symmetric in pressure equilibrium, the cloud first com-
presses due to the radially increasing pressure of the 
atmosphere, suffers from ram pressure interaction and 
finally stretches significantly due to the tidal shearing by 
the central massive BH (Fig. 2). By directly comparing to 
observed position-velocity diagrams, we find that a start-
ing position close to peri-centre (before roughly the year 
1900) is favoured by this setup, which places it within 
the discs of young stars in the GC and enables the for-
mation of a density concentration by colliding winds in 
this stellar system. Similarly good agreement with PV di-
agrams can be reached with a cloud built-up by a central 
commoving source of gas. In this case we can even find 
a combination of velocity and outflow rate of the gas 
ejected by the central source, which is able to account 
for both, G2 itself and an observed putative trailing com-
ponent. The Rayleigh-Taylor fingers, which form due to 
the expansion of the wind into the ambient atmosphere 
get partly stripped and converge behind the source to 
form a second distinct component in the ionised (Brack-
ett gamma) line emission on the sky as well as in the PV 
diagrams (Fig. 3). Remarkably, the source properties are 
consistent with a T-Tauri star. 

The simulations for the G2 project were run on up to 
1600 CPU-cores, consuming a total of 3 Million CPU-h 
and producing a total of roughly 4-5 TB of data.
The work presented here is published in [3] and [5]. 

On-going Research / Outlook

Making the simulations more realistic includes the intro-
duction of magnetic fields, which increases the simula-
tion time by a factor of a few. Another step is to self-con-
sistently build up the atmosphere from the injections 
of stellar winds from the young stars surrounding the 
observed orbit of the G2 cloud, which necessitates the 
simulation of the order of 100 mass-losing sources, well 
suitable for the next generation SuperMUC system. 
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Figure 2: Evolution of the gas cloud density in the orbital plane of the 
observed G2 orbit. Images are centered on the nominal position of the 
cloud following the observed orbit. Taken from [3]. 

Figure 3: A mass-losing source following the observed orbit of G2 leads to the formation of 
a two-component system: the G2 cloud and a trailing tail component. This is visible in the 
density distribution in the equatorial plane (left panel) and the observable position-velocity 
diagrams (right panels). Taken from [5].
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Introduction

Our research focuses on the numerical tools necessary 
to solve Einstein’s equations. In recent years we have 
been particularly interested in spacetimes consisting 
of two neutron stars in the final stages of their evolu-
tion. Because of the emission of gravitational radiation, 
the objects are driven together to merge; Fig. 1 visualiz-
es the emitted gravitational wave signal. This emitted 
gravitational radiation carries energy and momentum 
away from the system and contains information about 
the system. Late last year the Laser Interferometer Grav-
itational-wave Observatory (LIGO) began searches for 
these gravitational wave signals at a sensitivity at which 
detections are expected. Although such systems can ra-
diate a significant amount of their total mass-energy in 
gravitational waves, the gravitational wave signals one 
expects to receive on Earth are not strong, since sources 
of gravitational waves are often many millions of light 
years away. Therefore one needs accurate templates for 
the radiation one expects from such systems in order to 
be able to extract them out of the detector’s noise. 

Although analytical models exist for compact binary 
systems when the constituents are well separated, we 
need numerical simulation to investigate the last orbits 
before merger to obtain accurate templates and validate 
analytical approximations. Due to the strong nonlinear-
ity of the equations and the large separation of length 
scales, these simulations are computationally demand-

ing and need to be run on large supercomputers. When 
matter is present the computational cost as compared 
to pure black hole (vacuum) simulations increases even 
more due to the additional matter fields. But also more 
interesting astrophysical phenomena can happen. In 
fact, there is the possibility for a strong electromagnetic 
signal from the merger (e.g., a short gamma-ray burst or 
lower-energy electromagnetic signatures from the ejec-
ta) and significant neutrino emission. Additionally, we 
can expect that gravitational wave observations of bina-
ries involving neutron stars could place constraints upon 
the equation of state (EOS) at supranuclear densities. 
Neutron stars are the only places in the universe where 
one can probe theories of nuclear physics at greater than 
nuclear density in cold matter.

Results

Computational Setup
We perform our simulations with the BAM code, which 
combines state-of-art methods to deal with black hole 
spacetimes and general relativistic hydrodynamics. The 
code is written in C and based on the method of lines. 
It uses high-order finite difference stencils for the spa-
tial discretization of the geometric variables, while high 
resolution shock capturing methods are used for the hy-
drodynamic variables. The time integration is done with 
an explicit Runge-Kutta method. The BAM infrastructure 
also supplies adaptive mesh refinement via a combina-
tion of fixed and moving boxes, as well as cubed spheres. 
The code is hybrid OpenMP/MPI parallelized. 

For our simulations, we have to span a reasonable range 
in the parameter space to see the influence of individual 
quantities (e.g., spin, equation of state, mass-ratio) on the 
inspiral and post-merger dynamics. Additionally, we are 
forced to simulate physical setups with different resolu-
tions to (i) show consistency, (ii) compute the convergence 
order, and (iii) give proper error bars for the physical quan-
tities. Thus, the individual simulation of one physical set-
up using one resolution is meaningless and we can only 
make a meaningful scientific statement using a bundle of 
jobs. Depending on the resolution those jobs run on dif-
ferent number between ~100 and ~1000. In total, we have 
used ~30 million CPUh on SuperMUC over the last 2 years 

Figure 1: 3D rendering of the gravitational waves emitted from a binary 
neutron star system at merger. The central region (density) is stretched 
by a factor of ~5 for better visibility of the tidal deformation.
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within different projects. We produced ~100 million files 
and used a maximum of ~60TB of storage.

Scientific results 
We focused on gravitational waves emitted by binary 
neutron star systems around merger and investigated 
those systems in different portions of the parameter 
space. Using our allocations we have published 3 Physi-
cal Review Letters, 9 Physical Review D articles, and 2 pro-
ceedings over the last 2 years. 

Spinning binary neutron star simulations: One milestone 
was the successful computation of spinning binary neu-
tron star mergers [2]. Before our work, almost all simu-
lations of binary neutron stars assumed that the stars 
are non-rotating (irrotational). Although it is thought 
that many neutron stars in binaries with other neutron 
stars can be described as irrotational, some pulsar obser-
vations indicate that neutron stars can be spun up to pe-
riods as short as a millisecond. Consistent initial data for 
spinning neutron star binaries in general relativity have 
been only very recently computed by Prof. W. Tichy (FAU), 
one of our collaborators in the United States. These data 
allow arbitrary spins and satisfy the constraint equations 
of general relativity. Our simulations show that up to con-
tact the spin-orbit interactions are possibly stronger than 
the tidal interactions even for astrophysically reasonable 
spins. This shows that a proper description of the spin 
is crucial to model binary pulsar systems. Depending on 
the initial spins, the hypermassive neutron star formed 
after the merger emits gravitational waves at different 
frequencies depending on the total angular momentum. 
The different centrifugal support leads also to a different 
collapse time leading to configurations of the final black 
hole and disk system with different angular momentum 
distribution compared to the irrotational case. These re-
sults are potentially important for astrophysical accretion 
disks and gamma-ray bursts as well as a possible gravita-
tional wave detection. 

High mass ratio simulations: In addition to spinning binary 
neutron star simulations, we also considered high mass 
ratio setups. We performed the first general relativistic 
simulation of neutron stars with a mass ratio above two. 
Although such high mass ratio systems are unlikely to be 
observed, they allow us to study several interesting phys-
ical scenarios, e.g. we find that even several revolutions 
before merger mass can be transferred from one constit-
uent to the other. Furthermore, such setups eject a large 
amount of material in the interstellar medium and allow 
a careful analysis of the decomposition of the ejecta. 

Tidal-effective one body formalism and quasi-universal 
relations: In addition to pure numerical relativity wave-
form modeling, we improved the effective-one-body 
formalism which now describes the general relativistic 
dynamics of neutron star binaries from the early inspi-
ral up to the merger [3]. The effective-one-body model is 
a formalism to interpret the compact binary system as 
the motion of a particle in an effective metric. With the 
help of new high-resolution multiorbit numerical relativ-
ity simulations with different EOS, we found agreement 

between the analytical model and the uncertainty of 
the numerical data; see top panel of Fig 2. Our proposed 
model provides the most accurate analytical representa-
tion of binary neutron star dynamics and waveforms cur-
rently available. This result also received significant press 
coverage. Motivated by the effective-one-body model, 
we found quasi-universal relations of important binary 
properties at merger (e.g. the mass-rescaled gravita-
tional wave frequency and the specific binding energy). 
Quasi-universal means that both quantities are almost 
uniquely determined by some tidal coupling constants, 
but independent of the particular employed EOS. In the 
effective-one-body model, the quasiuniversality is a di-
rect consequence of the conservative dynamics of tidally 
interacting bodies, but we could verify this prediction in 
our numerical simulations [4].

Based on this analysis, which was only valid up to the 
moment of merger, we performed a detailed analysis 
of the merger remnant. We performed a careful anal-
ysis of the main emission mode and showed that this 
frequency again depends on the tidal coupling constant 
which characterizes the binary tidal interactions during 
the late-inspiral-merger. The binary’s total mass, mass- 
ratio, equation-of-state, and thermal effects do not seem 
to play an important role. This description opens up the 
possibility of developing a model of the complete gravi-
tational spectrum of neutron star binary mergers.

Outlook

In the future we plan to extend our work on binary 
neutron star systems and have already made major im-
provements, as the implementation of higher-order flux 
schemes and also simulated new systems, e.g., the first 
precessing binary neutron star merger. Even more impor-
tant is the development of a new pseudospectral code, 
BAMPS. This code will be the next-generation successor 
to BAM. Recently we implemented the first routines for 
general relativistic hydrodynamics in the BAMPS code 
within the framework of discontinous Galerkin methods. 
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Figure 2: Gravitational wave signal (upper panel) and snapshots of the 
density profile (lower panels). Left: early inspiral, middle: merger, where 
a large amount of material is ejected (blue), right: merger remnant, 
surrounded by an accretion disk.
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Introduction

Understanding massive star formation is a key problem 
in modern astrophysics. High-mass stars, which are a fac-
tor of 10 to 100 more massive than our Sun, dominate the 
matter cycle and the energy budget in galaxies by their 
strong radiative and mechanical feedback. They also pro-
duce heavy elements, which are then released into the 
interstellar medium via strong stellar winds and during 
supernova explosions. Progress in modeling galaxy for-
mation and evolution therefore requires knowledge of 
how such objects form and how their feedback impacts 
their surroundings. With this SuperMUC project, we have 
extended our previous work on ionization feedback dur-
ing massive star formation in several directions. In this 
final report, we summarize our main research results.

Results and Methods

We use the adaptive mesh refinement code FLASH [1] for 
our numerical simulations. Our previous collapse simula-
tions of high-mass star formation already included feed-
back by ionizing and non-ionizing radiation [2]. When the 
mass of the growing protostar exceeds approximately 10 
solar masses, a region of ionized hydrogen forms around 
it. Because the ionized gas has a two to three orders of 
magnitude higher temperature than the surrounding 
molecular gas, these H II regions tend to explosively ex-
pand once they have formed. Since the density in the ac-
cretion disk around the massive protostar is particularly 
high, the H II region preferentially 
grows perpendicular to the disk 
plane. However, the accretion flow 
from which the massive protos-
tar accretes material can become 
gravitationally unstable and form 
dense filaments that subsequent-
ly shield the ionizing radiation effi-
ciently. When this happens, the ex-
panding ionized gas recombines 
and cools down again. An example 
of such a molecular fountain flow 
is shown in Figure 1.

These ionization-driven molecular 
outflows have energies at the low-

er limit of observed high-mass outflows [3]. Furthermore, 
our simulations with magnetic fields suggest that mag-
netic launching of massive outflows via magneto-centrif-
ugal acceleration and magnetic tower flows is difficult 
because fragmentation destroys the coherent azimuthal 
velocity structure in the disk and the ionization feedback 
further disrupts the magnetic field structure [4] (see 
Figure 2). However, the fragmentation also results in the 
formation of lower-mass companions around the central 
high-mass star [5]. We have hypothesized that magneti-
cally-driven outflows around these companion stars could 
be the origin of high-mass outflows [3]. 

To test this proposal, we have repeated our simulation 
with a subgrid-scale model for the injection of protostel-
lar outflows [7]. This subgrid model is necessary since we 
cannot spatially resolve the accretion disks around the 
low-mass stars in our simulation and self-consistently 
form an outflow. At each timestep, we inject a fraction 
of the accreted material into a cone centered on the pro-
tostar and aligned with its rotation axis. The launching 
speed is set to depend on the Keplerian velocity at the 
outflow footpoint and thus increases with protostellar 
mass. Carrying out this simulation with the radiative and 
the mechanical outflow feedback, and post-processing 
the resulting data, was very demanding since we have re-
solved the outflow over an extent of 2 pc with a grid res-
olution of just 100 AU. With more than 487 million grid 
cells, this is one of the largest star formation simulations 
to date. Without the generous allocation of computing 

time and disk space at LRZ, and in 
particular the very efficient tape 
archiving system, conducting this 
simulation up to this stage would 
have been impossible. The avail-
ability of compute nodes with a 
large amount of shared memory 
on SuperMUC was also crucial.

During this simulation, a small 
cluster of four stars forms within 
the same rotationally-flattened 
accretion flow. Their spin axes are 
all aligned. Thus, their individual 
outflows overlap and form a sin-
gle collective outflow. The ener-

Figure 1: Volume rendering of an ionization-driven  
molecular outflow with the powering star shown in  
the center [2,6].
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getics of this collective outflow are in good agreement 
with observed values for high-mass outflows. Since 
the four stars form very close to each other, it is possi-
ble that they and their individual outflows could not 
be distinguished observationally. Thus, such a collective 
outflow could be mistakenly interpreted as driven from 
a single central, massive protostar. Besides the energet-
ics, the morphology of the outflow also agrees well with 
observed high-mass outflows. As the protostars in the 
simulation grow in mass, their angular momentum vec-
tors start to diverge. As a result, the collective outflow 
widens and looks less collimated. This agrees with the 
observation that high-mass outflows appear to be less 
collimated than outflows from low-mass stars. Synthetic 
observations of the collective outflow reproduce many 
features seen in Cepheus A and DR 21, two of the closest 
sources in which high-mass outflows can be observed. 
Thus, our initial results support the idea that massive 
outflows may be driven by the lower-mass companions 
of the central massive star [7].

The ionizing radiation from the forming massive star is 
never strong enough to stop accretion if the available 
gas reservoir is large enough [2]. We have demonstrated 
this by letting isolated stars accrete more than 100 solar 
masses of gas. This changes drastically when fragmen-
tation is allowed. The massive accretion flow around the 
growing star is gravitationally unstable, and if it is al-
lowed to fragment, lower-mass companions form in the 
vicinity of the massive star. These companion stars starve 
the central high-mass star of material, intercepting mat-
ter that would otherwise be accreted by it, and thereby
limit its mass growth. The most massive star in this 
simulation reached less than 30 solar masses. Thus, it is 
not the radiation feedback that stops accretion onto the 
high-mass stars, but the fragmentation of their massive 
accretion flow. We have called this new process “frag-
mentation-induced starvation” [2,5].

Our simulations also reproduce the morphological ap-
pearances of H II regions around young stars [2,8]. These 
morphologies had so far been considered a characteristic 
of a given H II region, but their physical origin was to a 
large degree not understood. The simulations show that 

these morphologies not only change continuously during 
the evolution of the H II region, but that they also dra-
matically depend on the viewing angle onto that region. 
The same H II region would be classified differently when 
looked at from different directions. Thus, H II region mor-
phologies appear to be nothing fundamental, but instead 
are simply the result of the complex interplay between 
the infalling gas and the ionizing radiation. Furthermore, 
shielding effects by the dense accretion flow lead to rap-
idly fluctuating H II regions. The time interval between 
extended and trapped phases can be as short as 10 years, 
and indeed changes in H II region appearance similar to 
the ones we find in our simulations have already been ob-
served, but had remained unexplained [2,8].

On-going Research / Outlook

With all these breakthroughs in the theory of high-mass 
star formation, our SuperMUC project was a major suc-
cess. Our results have spawned numerous follow-up 
questions. If fragmentation of the accretion flow limits 
the mass growth of massive stars, how do the observed 
100 solar mass stars form? Does it suffice to start from 
an even larger initial gas reservoir? Other questions re-
volve around the impact of turbulence on massive star 
formation. How does it affect the fragmentation-in-
duced starvation scenario? Does turbulence change the 
H II region morphologies or their dynamical evolution?

The next generation supercomputer will allow us to fur-
ther improve our simulations. Now that we have under-
stood our idealized simulation setups, we can start to 
make them more realistic. One important step will be 
to add turbulent velocity fluctuations to our setup. Such 
simulations will likely require higher numerical resolu-
tion to resolve these smaller-scale disks. Moving towards 
smaller spatial scales, but also towards larger clouds, is 
not only a computational challenge, but it also requires 
substantial improvements on our simulation method-
ology. In particular, the gas will become optically thick. 
Our previous approach to radiation hydrodynamics is 
not applicable to such situations. We will therefore use 
a newly developed radiative transfer scheme to propa-
gate the stellar radiation in these optically thick media. 
The new scheme will further allow us to add another 
important feedback process to our simulations, the radi-
ation pressure by non-ionizing radiation on dust grains. 
With radiation pressure included, our simulations will be 
among the most complete and comprehensive studies 
of massive star formation feedback on molecular cloud 
scales. They will certainly significantly improve our un-
derstanding of this important process.
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Figure 2: Volume rendering of a magnetically-driven outflow that inter-
acts with an H II region [3,4].
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Introduction

One of the last predictions of general relativity that still 
awaits direct observational confirmation is the exist-
ence of gravitational waves. Those fluctuations of the 
geometry of space and time are expected to travel with 
the speed of light and are emitted by any accelerating 
mass. Only the most violent events in the universe, such 
as mergers of two black holes or neutron stars, produce 
gravitational waves strong enough to be measured. Even 
those waves are extremely weak when arriving at Earth, 
and their detection is a formidable technological chal-
lenge. In recent years sufficiently sensitive detectors be-
came operational, such as GEO600, Virgo, and LIGO. They 
are expected to observe around 40 events per year. 

To interpret the observational data, theoretical modeling 
of the sources is a necessity, and requires numerical sim-
ulations of the equations of general relativity and relativ-
istic hydrodynamics. Such computations can only be car-
ried out on large scale supercomputers, given that many 
scenarios need to be simulated, each of which typically 
occupies hundreds of CPU cores for a week. 

Our main goal is to predict the gravitational wave signal 
from the merger of two compact objects. Comparison 
with future observations will provide important insights 
into the fundamental forces of nature in regimes that 
are impossible to recreate in laboratory experiments. The 
waveforms from binary black hole mergers would allow 
one to test the correctness of general relativity in previ-
ously inaccessible regimes. The signal from binary neu-
tron star mergers will provide input for nuclear physics, 
because the signal depends strongly on the unknown 
properties of matter at the ultra high densities inside 
neutron stars, which cannot be observed in any other 
astrophysical scenario. Besides mergers, we also want to 
improve the theoretical models of close encounters be-
tween black holes. 

A gravitational wave detector with even higher sensi-
tivity, the Einstein Telescope, is already in the planning 
stage. It is natural to ask what could be learned from 

the expected observations. Particularly intriguing is the 
possible detection of sources at cosmological distances. 
The fact that observed frequencies will be reduced due 
to the expansion of the universe could be used to deter-
mine the distance, but only if the original frequency is 
known. As it turns out, numerical modeling of the source 
might provide this information. Independent distance 
measures are very valuable for cosmology, improving es-
timates of the past expansion rate of the universe and 
predictions of its future fate. 

Another goal of our project is to shed some light on the 
mystery of so called short gamma-ray bursts, intense 
and sudden bursts of gamma radiation that puzzled 
astronomers since decades. Previous simulations in-
dicated that they are caused by neutron-star mergers. 
The exact emission mechanism is however unknown, 
and many features were completely unexplained, for 
example the X-ray afterglows which often accompany 
the main burst.
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Figure 1: Snapshots of a binary neutron star merger, from late inspiral 
(top left), touching (top right), merging (bottom left) to the formation 
of a metastable hyper-massive neutron star (bottom right). The colors 
represent the mass density in the orbital plane.
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Results

To achieve the project goals, we made use of a large collec-
tion of software modules based on the CACTUS computa-
tional toolkit, which provides infrastructure for large scale 
simulations, including MPI parallelization, mesh refine-
ment (provided by the CARPET driver), memory manage-
ment, and data storage. The equations of general relativity 
are integrated using the McLachlan module from the Ein-
stein Toolkit, which is based on high order finite differenc-
ing methods. The (magneto-)hydrodynamic equations are 
evolved using the Whisky code. It employs modern finite 
volume methods for conservation laws in conjunction 
with various approximate Riemann problem solvers and a 
piecewise parabolic reconstruction algorithm. Initial data 
for binary neutron stars was generated using the LORENE 
code, a solver for elliptic PDEs based on spectral methods. 
In total, we used 14 million core hours for simulations of 
binary neutron star mergers, magnetized hyper-massive 
neutron stars, binary black hole mergers and close en-
counters. A typical run required around 200-500 cores 
over several days up to several weeks. The resulting data 
occupies more than 19 TB permanent disk storage, con-
tained in around 1 million files.

Binary neutron star mergers
Using the above codes, we computed the inspiral and 
merger of binary neutron stars with 5 different masses, 
assuming a simple analytic model (gamma-law equation 
of state) for the properties of matter at high densities. An 
example is shown in Figure 1. For each model, we extract-
ed the gravitational wave signal. The corresponding power 
spectrum contains contributions from the inspiral phase 
and the hyper-massive neutron star stage. It is also shifted 
to lower frequencies with increasing distance to the source. 
We demonstrated that these features could be combined 
to infer the absolute distance and total mass, assuming a 
particular equation of state of the neutron star matter [1]. 
We have shown that such observations of sources at cos-
mological distances with sufficient signal to noise ratio 
should be possible with the proposed Einstein Telescope.

Hypermassive neutron stars
A large part of our simulations was devoted to hy-
per-massive neutron stars formed during binary neutron 

star mergers. Besides the gravitational wave signal, the 
evolution of the magnetic field is of astrophysical inter-
est. We therefore performed general relativistic magne-
to-hydrodynamics simulations of such models, in the 
limit of infinite conductivity (ideal MHD). Here, we could 
show that differential rotation causes magnetically driv-
en outflows, carrying substantial amounts of energy [1]. 
Those winds might well be the source of the X-ray after-
glows which often accompany short gamma-ray bursts. 
Figure 2 depicts the development of the wind.

Further, we studied the effect of large magnetic fields on 
the so called bar-mode instability. This instability devel-
ops only for rapidly rotating neutron stars, such as those 
formed in mergers, and converts rotational energy into 
gravitational waves, also accelerating the collapse of the 
star to a black hole. We found that only very high mag-
netic field strengths exceeding 1016 Gauss can delay or 
even suppress the instability [3].

Binary black hole systems
In contrast to binary black hole mergers, which are well 
investigated by now, little was known on the dynamics 
of close encounters. We performed numerical simula-
tions of such encounters with different impact param-
eters and compared the results with existing analytic 
estimates, thus determining the accuracy of such pre-
dictions in different regimes [4]. Besides physics runs, a 
fraction of our resources was used to further test and 
develop the codes used for simulating binary black hole 
mergers, also with regard to numerical optimization.

On-going Research / Outlook

Currently, we are expanding our results mainly in three di-
rections. One is the influence of the matter properties at 
high densities. Another is the influence of resistive effects 
on the evolution of magnetic fields. Finally, we are including 
the effects of neutrino cooling into merger simulations.
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Figure 2: Evolution of a differentially rotating and strongly magnetized neutron star as produced in a neutron star merger. A dense and magnetized 
outflow is powered at the expense of rotational energy and generates electromagnetic emission that is compatible with the observed X-ray after-
glows of short gamma-ray bursts. The panels show the color-coded magnetic field strength in Gauss (log scale) and indicate the initial magnetic field 
(red lines) as well as the neutron star (black lines).
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Introduction

The space in between stars is filled with a dilute mixture 
of charged particles, atoms, molecules and dust, called 
the interstellar medium (ISM). Observations reveal that 
the ISM is highly turbulent and characterized by complex 
structures on all resolvable spatial scales. The ISM is the 
primary galactic repository out of which stars are born 
and into which they deposit energy, momentum and en-
riched material as they die. It is the central building block 
of the galactic matter cycle, and as such a comprehensive 
understanding of it is necessary for developing an over-
all picture of galaxy formation and evolution. When the 
ISM forms a dense region that can self-shield its material 
against the surrounding violent radiation field, mole-
cules form that enable the material to cool down to few 
Kelvins increasing the density further. These molecular 
clouds are the densest part of the ISM and are highly tur-
bulent. The supersonic turbulent velocity field is likely re-
sponsible for the complex and filamentary density struc-
tures observed in molecular clouds. Turbulent motions 
create dense regions inside the molecular cloud that can 
become gravitationally unstable and collapse into dense 
cores, and eventually turn into new stars.

 Common terrestrial flows are incompressible, in con-
trast to astrophysical flows, which are highly supersonic 
and compressible. While large improvements have been 
made in the understanding of incompressible turbu-
lence, there are still open questions in our understand-
ing of compressible turbulence. We therefore analyze 
super-sonic turbulent flows using three-dimensional, 
high performance, numerical simulations with resolu-
tions up to 10243 grid cells. Our research focuses on the 
relation between the statistical properties of the velocity 
field and the density field. A detailed description of our 
research can be found online [1].

Results and Methods

We use FLASH4 to numerically integrate the continuity 
equation and the Euler equation on a uniform three-di-

mensional grid with periodic boundary conditions. We 
compute a random forcing field with a Wiener process 
in Fourier space such that it is smooth in space and 
time. With the Helmholtz decomposition we can adjust 
the composition of the forcing field between purely 
solenoidal (divergence-free) and purely compressive 
(curl-free) continuously. The stochastic forcing stirs the 
medium all the time such that the simulations reach 
a statistically steady state of fully developed turbu-
lence. We performed simulations with 2563, 5123, 10243 
gird cells, a Mach number of M=5, and both extreme 
cases - purely solenoidal and purely compressive - for 
the forcing field to study the influence of the different 
drivers on the statistical properties of the flow. These 
simulations used in total ~2Mio CPU/h and 10TB disk 
space. Since the theoretical predictions of supersonic 
turbulence, for e.g. the power spectrum, are reached in 
the time average, we run each simulation for 15 turn-
over times resulting in 150 files for each simulation. 
Figure 1 shows a cut through the xy-plane of the sole-
noidal (left) and compressive (right) driven simulations. 
The density fluctuations are more space filling with 
solenoidal forcing, and have smaller amplitude, while 
compressive forcing yields larger voids and denser re-
gions [2, 3]. The energy flux through the scales is an im-
portant quantity, as it is assumed to be constant in in-
compressible turbulence theory. In our simulations the 
forcing routine injects the kinetic energy on large scales 
by creating big curls and motions on scales of half of 
the box size. These motions decay to smaller scales via 
interactions, until scales of few grid cells are reached on 
which dissipation effects take the kinetic energy out of 
the system. We measure the power spectra of the ve-
locity field to analyze the scaling properties of the flow. 
We found that the compressive part of the velocity field 
has different scaling properties than the solenoidal one, 
which has in comparison more kinetic energy on small/
intermediate scales [4]. 

Additionally, we studied the influence of the Mach num-
ber on the statistical properties of the flow. We per-
formed therefore 15 simulations with 2563 resolution 
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with root mean square Mach numbers between M=0.5 
(slightly subsonic) and M=15 (highly supersonic), and 
with a mixed forcing field. We ran simulations with Mach 
numbers of 0.5, 5, 10, 16 and resolution of 5123 and 10243 
to analyze the influence of the resolution on our results. 
These simulations used in total ~6Mio CPU/h and 50TB 
disk space. The 10243 simulations were calculated on 512 
nodes with 16 cores per node. To illustrate the influence 
of different Mach numbers on the flow pattern in the 
statistically steady state of fully developed turbulence 
we show in Figure 2 a cut through the xy-plane of the 
simulations with 10243 grid cells and Mach numbers of 
M=5 and M=16. We measured the parameters describing 
the scaling relation of the density power spectrum. The 
density power spectra follow power laws with a scaling 
exponent depending on the Mach number of the flow. 
We showed the influence of the Mach number on the 
space-filling factor of the flow and its fractal dimen-
sion [5]. It is likely that these parameters influence the 
fragmentation degree of giant molecular clouds and are 
therefore important for the theoretical description of the 
star formation process.

On-going Research / Outlook

The milestone work by Kolmogorov (1941) describing an 
incompressible turbulent flow is one of the few analytic 
results in turbulence theory. One of the most important 
results is the universal 5/3-scaling law for the energy 
power spectrum. There are many phenomenological 
models extending the Kolmogorov theory for the com-
pressible case proposing a power-law behavior for the 
density, velocity, and combinations of these fields. We 
plan a systematic study of the simulations described 
above, measuring the influence of the Mach number and 
the composition of the forcing field on the scaling be-
havior of different mass-weighted power spectra to seek 
for an universal scaling law of compressible turbulence.
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Figure 1: “The influence 
of the forcing on the 
density field”: The den-
sity in the statistically 
steady state of fully 
developed turbulence, 
shown in a cut through 
the xy-plane of the 
simulations with Mach 
number M=16 driven by 
a purely solenoidal (left) 
and purely compressive 
(right) forcing field.

Figure 2: “The influence of the Mach number on the density field”: The density in a cut through the xy-plane for Mach numbers M=5 (left) and M16 
(right). Both simulations are driven by a mixed forcing field. Pictrure taken from [2].
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Introduction

Disc galaxies are composed of gas and stars, embedded in 
a dark matter halo. The gas component is a highly non-uni-
form and dynamical medium, which is called the interstel-
lar medium (ISM). There are several gas phases with differ-
ent temperatures and densities. For star formation, the cold 
phase is particularly important because only in this phase 
the densities can reach the critical threshold for gravita-
tional collapse, which is given by the Jeans instability cri-
terion. Basically, this criterion states that a self-gravitating 
gas concentration collapses if its gravitational potential 
energy is sufficiently large compared to its thermal ener-
gy. A major problem is that the ISM undergoes dynamical 
changes on length and time scales that are extremely diffi-
cult, if not impossible to access in numerical simulations of 
whole disc galaxies. Although adaptive mesh refinement 
(AMR) enables us to increase the numerical resolution in 
some regions in the course of a simulation, the smallest 
visible details are still many lightyears across and thus 
larger than the size of a typical star-forming cloud. Con-
sequently, the highest achievable resolution is too coarse 
to directly compute processes such as star formation and 
the impact of supernova explosions. This is why simulators 
incorporate these effects in an approximate fashion via 
subgrid-scale (SGS) models. For example, gas mass is con-
verted into particles representing stars in simulations. The 
SGS model developed in this project controls the formation 
of stars by relating the star formation rate (the gas mass 
converted into stars per unit time) to local properties of the 
gas, such as the gas density and the thermal and turbu-
lent energies, which are in turn affected by feedback from 
supernovae. The first part of our project was concerned 
with the implementation and validation of the SGS model. 
In the final stage of the project, we investigated how the 
galactic disc structure is influenced by different model as-
sumptions for calculating the star formation rate.

Results and Methods

Our reference simulation was initialized with a rotat-
ing gaseous disc of uniform temperature in hydrostatic 
equilibrium. Since disc galaxies are embedded in dark 

matter halos, we applied a spherically symmetric grav-
itational potential in addition to the self-gravity of gas 
and stars. We used the Nyx code [2] to compute the disc 
dynamics resulting from the combined effects of gravity, 
gas cooling and heating, turbulence, star formation, and 
feedback due to stellar radiation and supernovae. The ap-
plication of AMR allowed us to resolve the disc structure 
down to 30 parsecs (about 100 light years, corresponding 
to roughly 1/1000 of the diameter of the galactic disc). 
To run the simulation, we used 1024 cores (128 nodes) of 
the thin node segment of SuperMUC, using a hybrid par-
allelization scheme with 8 OMP threads per node and a 
single MPI process running on each node.

In the first project stage, we evolved the reference simu-
lation over 1 Gyr (billion years) of physical time, consum-
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Figure 1: Time evolution of the star formation rate averaged over the 
whole galactic disc in units of solar masses per year. Each line corre-
sponds to a different simulation with the star formation model indicated 
in the legend. For better visibility of systematic differences, the star 
formation rate was smoothed over a period of 0.08 Gyr in the bottom 
plot. Taken from [4].
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ing 2 Mio. core hours. Each data dump produced about 
200 GB output for postprocessing. Among the main re-
sults were predictions of star formation efficiencies (i.e. 
the fraction of gas turned into stars over the collapse 
time scale of a star forming cloud) around 1 % and a near-
ly linear relation between the local star formation rate 
and the density of molecular hydrogen [3]. In contrast to 
galaxy simulations performed by other groups, in which 
these relations are put in as empirical relations, they fol-
low from the theoretical model of turbulence, star for-
mation, and feedback implemented in our simulation.

However, there are various models for the calculation of 
the star formation rate. To understand which model-de-
pendent changes might come about, we produced a 
suite of simulations by starting with the final state of the 
reference simulation, switching to a different star forma-
tion model and then evolving the disc for additional 0.4 
Gyr. Running these simulations required roughly 1 Mio. 
core hours for each run.

Star Formation Models
In brief, we can distinguish three major families of mod-
els for calculating the star formation rate from local gas 
properties and the intensity of turbulence:
• The model of Padoan and Nordlund (PN) assumes that 

supersonic turbulence produces layers of shocked cold 
gas in the ISM, which must reach a critical density to 
collapse into stars. They also proposed a simplified mod-
el, which neglects the thermal energy of the gas (PHN).

• Hennebelle and Chabrier (HC) consider a hierarchy of 
dense structures in the turbulent ISM, whose collapse 
is partially inhibited by turbulence. 

• Krumholz and McKee (KM) proposed a model similar 
to PN, however, with a different stability criterion.

Each model comes in several variants, which differ for 
example in the choice of numerical coefficients. For the 
reference simulation, we used the model labeled PN-FK 
in Figs 1 and 2.

Star Formation Rate and Disc Structure
An important indicator is the star formation rate aver-
aged over the whole galactic disc (Fig. 1). For the majority 
of models, a nearly constant star formation rate of about 
2 solar masses per year is obtained, which is typical for 
a Milky Way-like galaxy. In some cases, however, a steep 
initial drop or a drifting star formation rate can be seen, 
which rules out the corresponding models.

Moreover, it turns out that the gaseous disc structure 
is sensitive to the star formation model. Figure 2 shows 
contour plots of the gas density averaged over the di-
rection perpendicular to the disc (the so-called column 
density) for the different simulations. Although the ma-
jority of models result in a similar, spiral-like disc struc-
ture, markedly clumpy discs are found for some models, 
which can also be identified as outliers in the plot of the 
star formation rate in Fig. 1. Although subtle differences 
are discernible, the PN and HC models produce sensible 
results, suggesting that these models capture the essen-
tial physics of star formation.

On-going Research / Outlook

The application of our SGS model allowed for the first 
time a comparative study of different star formation 
models in global simulations of galaxies.

SuperMuc is one of the few computational facilities in 
Germany that allows us to carry out such simulations. 
Apart from the speed and the available number of cores, 
the relatively large memory per core (about 2 GB) and 
the very fast interconnections are critical for communi-
cation-intensive (AMR) and memory-intensive (AMR and 
SGS model) applications. Furthermore, it is important 
that the architecture of SuperMuc is very well suited for 
the MPI/OMP hybrid parallelization. This allowed us to 
make optimal use of the load balancing implemented in 
the Nyx code.

We successfully finished our project in 2015. Future pro-
jects will focus on the dynamics and evolution of mag-
netic fields in disc galaxies, which is substantially more 
challenging in terms of modeling and computational 
requirements.
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Figure 2: Gas column density for different simulations, with the star 
formation models listed in Fig. 1, taken from [4]. Depending on the 
chosen model, the disk has a more spiral-like (e.g. HC) or a very clumpy 
(e.g. KM) structure.
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Introduction

In our research we investigate the formation of protos-
tars and their associated protostellar disks, the early pre-
cursors of planetary systems as well as their apperance 
in observations with modern telescopes like ALMA.

During the last decade simulations of collapsing molec-
ular cloud cores have revealed the so-called catastroph-
ic magnetic braking problem: Magnetic fields are able 
to transport angular momentum by means of toroidal 
Alfven waves. Modeling the collapse of rotating molec-
ular cloud cores, simulations have shown that in the 
presence of magnetic fields with strengths comparable 
to observational results, the formation of rotationally 
supported (Keplerian) protostellar disks is largely sup-
pressed. This is due to the fact that angular momentum 
is removed very efficiently from the interior of the core by 
the magnetic field. In previous works we could confirm 
this effect for the collapse of massive (100 solar masses), 
molecular cloud cores. This key result of the suppression 
of Keplerian disk formation during the earliest stages of 
star formation is in contrast to recent observational re-
sults which state that protostellar disks should be pres-
ent already in the Class 0 stage.

Results

The results described before show up in case that highly 
idealized initial conditions are used for the simulations. 
In particular the lack of turbulent motions - frequently 
observed in molecular cloud cores - could have a signif-
icant effect on the formation of protostellar disks and 
outflows. For this reason, in our research we recently fo-
cused on the influence of turbulence on the formation of 
protostellar disks and outflows.

In our work we have performed a number of simula-
tions on SUPERMUC. Each of the simulations required a 
computational time of a few 100 000 CPU-hours with a 
simultaneous use of up to 1000 CPUs per simulation. A 
few hundreds of files were produce for each simulation 

requiring a disk space of a few TB in total. The simulations 
are performed with the hydrodynamics code FLASH[1] 
written in Fortran 90. The code solves the 3-dimension-
al, discretized magnetohydrodynamical equations on a 
Cartesian grid. Making use of the adaptive-mesh-refine-
ment (AMR) technique, only those regions which are of 
particular interest for us are resolved with the highest 
possible spatial resolution whereas other regions of mi-
nor interest are resolved more coarsely. This significantly 
reduces the number of calculations to be performed and 
hence the computational time required, thus allowing us 
to perform the simulations over long physical timescales.

Initial conditions
Observations of the birth places of stars show a wide 
range of physical quantities, in particular in their initial 
mass. As we do not simulate a particular region observed 
by astronomers but rather aim to understand the sys-
tematic influence of the initial conditions, we have to 
perform a number of simulations in our work covering 
a wide range of masses and turbulence strengths. This 
allows us to draw conclusions about the effect of the 
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Figure 1: Protostellar disk seen from top-on. Black dots represent protos-
tars, green arrows the velocity field.
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initial conditions on the formation mechanism of stars. 
We modeled the collapse of molecular cloud cores with 
masses ranging from about 2 solar masses up to 1000 
solar masses. The cores are threaded by a strong magnet-
ic field along the z-axis and have an additional superson-
ic, turbulent velocity field as indicated by observations.

Turbulence-induced disk formation
We examine our simulations focusing on the question 
of how turbulence affects the formation of Keplerian 
disks[2,3]. An example result is shown in Fig. 1 showing 
the protostellar disk in a representative run with a core 
of 100 solar masses. As can be seen, in the presence of 
turbulence rotationally supported disks are re-obtained 
again, which is in contrast to the previous simulations 
with comparable magnetic field strengths but no turbu-
lence. This suggests that the efficiency of the magnetic 
braking, which is responsible for removing angular mo-
mentum from the midplane, is reduced significantly in 
the turbulent case. Analyzing the surroundings of the 
disks we can show that this indeed the case. The tur-
bulent surroundings of the disk exhibit no coherent ro-
tation structure (compare Fig. 1). Therefore, an efficient 
build-up of a strong toroidal magnetic field responsible 
for angular momentum extraction is hampered. Moreo-
ver, the turbulent motions lead to a strongly disordered 
magnetic field which further reduces the magnetic 
braking efficiency. Since simultaneously the angular 
momentum inwards transport remains high due to the 
presence of local shear flows in the vicinity of the disks, 
there is a net inwards angular momentum transport to-
wards the center of the disk. The combination of these 
effects results in the observed build-up of Keplerian disks 
as expected from observations. Varying the core masses 
(2.6 - 1000 solar masses) and the turbulence strengths 
does not change our findings. This clearly demonstrate 
that the turbulence-induced disk formation mechanism 
works for a wide range of initial conditions. In particu-
lar, we could show that the formation of Keplerian disks 

does not require an uniform rotation of the core – tur-
bulent motions alone lead to the build-up of Keplerian 
disks. Moreover, we showed that even for subsonic tur-
bulence, which is usually present in low-mass protostel-
lar cores, the turbulence-induced formation mechanism 
still holds. In Fig. 2 we show the 3-dimensional structure 
of the magnetic field and the gas motions around a pro-
tostellar disk in one of our simulations. The magnetic 
field lines clearly reveal a highly complex structure being 
far off from well-ordered. The anisotropy of the accretion 
towards the disk is represented by the colored regions in 
the figure.

Synthetic observations
In a last step we produced so-called synthetic observa-
tions. These synthetic observations allow us to directly 
compare our simulation results with real observations 
e.g. made with ALMA. Such comparisons allow us to as-
sess what can be inferred from observations - in particu-
lar how reliable parameters obtained from real observa-
tions are[4].

In particular we focus on the question whether discs in 
such an early evolutionary stage are actually detectable 
since they are still deeply embedded in surrounding ma-
terial. We find that with ALMA it is in general possible 
to detect these protostellar discs and to determine their 
internal dynamics – a key to understand the formation 
of later planets. In Fig. 3 we show a synthetic observa-
tion made with ALMA for the disc shown in Fig. 2 for two 
different viewing angles. In both cases the disc is clearly 
recognisable and in the left panel even fragments can be 
identified.

On-going Research / Outlook

For our future research we intend to study the self-con-
sistent ejection of protostellar outflows from the Kepleri-
an disks formed in our turbulence simulations. In order 
to reach this goal we will have to redo some of our sim-
ulations with increased spatial resolution, which will re-
quire further large amounts of computing power in the 
future. 
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Figure 2: 3-dimensional structure of the magnetic field and gas motions 
around a Keplerian disk in one of our simulations.

Figure 3: Synthetic observation with ALMA of one of our simulated disc 
seen from edge-on (left) and face-on (right).
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Introduction

Understanding turbulence is critical for a wide range of 
terrestrial and astrophysical applications. For example, 
turbulence on earth is responsible for the transport of 
pollutants in the atmosphere and determines the move-
ment of weather patterns. But turbulence plays a central 
role in astrophysics as well. For instance, the turbulent 
motions of gas and dust particles in protostellar disks 
enables the formation of planets. Moreover, virtually all 
modern theories of star formation rest on the statistics 
of turbulence [1]. Especially the theoretical assumptions 
about turbulence behind star formation theories allow 
the prediction of star formation rates in the Milky Way 
and in distant galaxies [2]. Interstellar turbulence shapes 
the structure of molecular clouds and is a key process in 
the formation of filaments which are the building blocks 
of star-forming clouds. 

The key ingredient for all these models is the so-called 
sonic scale. The sonic scale marks the transition from su-
personic to subsonic turbulence and produces a break in 
the turbulence power spectrum from E ∝ k -2 to E ∝ k -5/3.  
While the power-law slopes of -2 and -5/3 for the su-
personic and subsonic parts of the spectrum have been 
measured independently, there is no simulation currently 
capable of bridging the gap between both regimes. This 
is because previous simulations did not have enough 
resolution to separate the injection scale, the sonic scale 
and the dissipation scale.

The aim of this project is to run the first simulation that 
is sufficiently resolved to measure the exact position of 
the sonic scale and the transition region from supersonic 
to subsonic turbulence. A simulation with the unprece-
dented resolution of 100003 grid cells will be needed for 
resolving the transition scale.

Results

In the framework of a GAUSS Large Scale Project, an allo-
cation exceeding 40 million core-h has been granted to 
this project on SuperMUC. The application used for this 
project is FLASH, a public, modular grid-based hydrody-
namical code for the simulation of astrophysical flows 

[3]. The parallelisation is based entirely on MPI. In the 
framework of the SuperMUC Phase 2 scale-out, the cur-
rent code version (Flash4) has been optimised to reduce 
the memory and MPI communication requirements. In 
particular, non-critical operations are now performed in 
single precision, without causing any significant impact 
on the accuracy of the results. In this way, the code runs 
with a factor of 4.1 less memory and 3.6 times faster than 
the version used for the previous large-scale project at 
LRZ [4], and scales remarkably well up to the full machine 
on SuperMUC Phase 2 (Figure 1).

The 100003 simulation has been nearly completed at the 
time of writing, and data processing is in progress. Some 
early impression of the forthcoming results can be seen 
from the highlights of the work of Federrath [4], based 
on the previous large-scale project on turbulence simu-
lations (up to 40963 grid cells), selected as the SAO/NASA 
ADS paper of the year 2013.
Highly-compressible supersonic turbulence is complex, 
if compared to the subsonic, incompressible regime, be-
cause the gas density can vary by several orders of mag-
nitude. Using three-dimensional simulations, we have 
determined the power spectrum in this regime (Figure 
2), and found E ∝ k -2, confirming earlier indications ob-
tained with much lower resolution [5]. The resolution 

Figure 1: weak scaling of the customized version of the FLASH code, 
used during the SuperMUC scale-out workshop on Phase 2 in 2015. The 
blue diamonds indicate the scaling tests of the FLASH code, while ideal 
scaling is represented by the dashed line.
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Figure 2: Power spectrum from highly-compressible, supersonic turbu-
lence simulations (compressive driving), demonstrating a k -2 scaling [4].

Figure 3: Projections through 
the three-dimensional gas 
density (top) and vorticity 
(bottom) in the simulations 
of supersonic turbulence 
with a grid resolution of 
40963 cells [4]. Left shows 
solenoidal driving and right 
shows compressive driving 
of the turbulence, exhibiting 
extremely different statistics 
and star-formation activity 
[2].

study in Figure 2 shows that we would not have been 
able to identify this scaling at any lower resolution than 
40963 cells. Extremely high resolution and compute pow-
er are absolutely necessary for the science done here. 

Figure 3 displays the unprecedented level of detail in 
density and velocity structure achieved with our 40963 
simulations. This visualization demonstrates the signifi-
cant differences between two extreme driving modes of 
the turbulence, the solenoidal driving (with the stirring 
mechanism exciting vortices in the gas) and the com-
pressive driving (when the gas is directly compressed by 
the stirring mechanisms). Simulation movies are availa-
ble online (see links below).

Future Work

Turbulence has a wide range of applications in science 
and engineering, including the amplification of magnet-
ic fields, star and planet formation, mixing of pollutants 
in the atmosphere, fuel ignition in engines, and many 
more. Generating the huge dataset of turbulence pre-
sented here, we have begun to reach the technical limits 
of what is feasible on any supercomputer in the world 
to date. We are currently pushing the boundaries even 
further by running the world’s first turbulence simula-
tion with more than 100003 grid cells on SuperMUC. We 
hope to unravel the statistics of supersonic and subson-
ic, magnetized turbulence in the near future, with cut-
ting-edge supercomputing systems provided by the LRZ.
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The possible influence of magnetic fields on the dy-
namics of core-collapse supernovae and the evolution 
of nascent proto-neutron stars is largely unknown. As 
pointed out by [1], one of the most promising agents am-
plifying the magnetic fields in a core-collapse supernova 
explosion is the magnetorotational instability (MRI) [2]. 
The MRI has been studied intensively in accretion disks 
where it excites turbulence and provides the effective 
viscosity required for the accretion of the gas. Never-
theless, the saturation level of the instability is still not 
fully understood. It was suggested that the MRI growth 
is terminated by secondary parasitic instabilities (Kel-
vin-Helmholtz and resistive tearing-mode instabilities) 
growing on top of MRI modes [3,4]. Hence, the saturation 
level of the MRI is determined by the interplay between 
the MRI and the parasites. Extending our previous set of 
local simulations, we study this interplay in three-dimen-
sional, non-ideal magnetohydrodynamics (MHD) simula-
tions. Our final goal is the formulation of a simple model 
connecting the initial magnetic field strength, the resis-
tivity and the viscosity of matter with the termination 
and saturation of the MRI.

Results and Methods

Under conditions typical for supernova cores, the MRI 
grows on length scales that are to small to resolve in 
global models of the entire core, which has a diameter of 
a few thousand kilometres. Hence, we performed a large 
set of local simulations that cover a small region of the 
core of about one kilometre extent with a very fine grid, 
within which we solved the equations of non-ideal mag-
netoydrodynamics. Within this region, we set up stellar 
matter in equilibrium between gravity, gas pressure, and 
the centrifugal forces given by a profile of differential ro-
tation. If a weak magnetic field is included, the system is 
unstable, and perturbations grow in the form of chan-
nel modes, pairs of radial up- and down-flows threaded 
by layers of magnetic field of alternating polarity. They 
are susceptible to secondary, parasitic instabilities, in our 
case of Kelvin-Helmholtz type, whose growth rate in-

creases along with the amplitude of the channel modes 
until their amplitudes become roughly equal, at which 
point the channels are disrupted and the MRI ceases to 
grow. This sequence of processes was identified in simu-
lations and recently studied by detailed analytic theory. 
Our goal was to test predictions of these studies and ex-
plore the amount of field amplification can be expected 
before the parasites quench the MRI.

Our 3D simulations are performed with the Newtonian 
grid based flux-conservative finite-volume MHD code 
Aenus written in Fortran 95. The code employs a domain 
decomposition method and is hybrid parallelised (MPI + 
OpenMP). It has a good weak MPI scaling and a very good 
OpenMP speed up on both the FAT and THIN nodes of 
SuperMUC. The computational costs and the number of 
cores used depend on resolution. The smallest 3D simula-
tions performed with 320 cores required ≈ 3,000 CPUhs. 
The largest simulations on the THIN nodes were run with 
4,096 (512 MPI x 8 OpenMP) cores. The computational 
cost of the latter simulation is ≈ 1,000,000 CPUhs. In to-
tal, we have performed over fifty 3D simulations (not in-
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Figure 1: Radial component of the magnetic field in a 3D simulation 
performed in a box of a size 1 km x4 km x1 km in (r, φ, z) direction, 
respectively, and a resolution of 100 zones/km. 4 ms after introducing 
perturbations, three MRI channels are visible.
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cluding additional auxiliary tests) for which ≈ 7,000,000 
CPUhs were used. More than a million files and directo-
ries were generated intermediately (post-processing re-
duced this number by two orders of magnitude), which 
occupied about 5 TB in our PROJECT directory.

Our 3D simulations, published in [5], confirm that, after 
channel modes such as the ones shown in Fig. 1 devel-
op, the MRI in core-collapse supernovae is terminated by 
the Kelvin-Helmholtz instability (see Fig. 2). In 2D simula-
tions, the assumed axial symmetry suppresses this sec-
ondary instability and more slowly developing tearing 
modes terminate the MRI growth. As a result, MRI-driven 
magnetic field amplification is overestimated. We con-
clude that the MRI termination process can be properly 
studied only in 3D simulations. 

In a detailed analysis of our 3D models, we found a good 
agreement between our results and the predictions of 
[4] for the geometry of the parasites such as the ori-
entation of the magnetic field and velocity vectors. In 
a next step, we investigated the termination level and 
compared our models to estimates based on the theory 
of parasitic modes as well as to simulations performed 
using a different physical framework (incompressible 
MHD) and numerical method (a pseudo-spectral code). 
When accounting for the methodological differences 
between the three approaches, we consistently obtain 
factors of amplification of the seed field of the order of 
a few 10. For supernova cores, the fact that we do not 
obtain much larger numbers seems to indicate that the 
MRI is not able to amplify any arbitrarily weak initial field 
to dynamically relevant strength during its exponential 
growth phase, which might limit the fraction of progen-
itors for which MHD effects can significantly contribute 
to the explosion dynamics.

On-going Research / Outlook

Supercomuting was crucial for this project mostly be-
cause of the high numerical resolution required to fol-
low the evolution of small-scale structures developing 
as the MRI channels grow and, even more so, as they 

are disrupted by parasites. Thus, SuperMUC provided us 
with a unique opportunity to investigate processes that 
would otherwise be inaccessible to our understanding. 
We would in particular like to point to the last step of 
our project performed using SuperMUC phase 2. The two 
main avenues our research can now take would be, on 
the on hand, a closer look at the post-termination, tur-
bulent phase of the MRI and, on the other hand, the in-
tegration of our results into global models. Both projects 
demand even larger computational resources because of 
the long time scales the simulations would have to run 
and because of the large computational domains to cov-
er and the necessary inclusion of other effects such as 
neutrinos transport.
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Figure 2: Radial magnetic field in the same model as shown in Fig. 1 at 
a time when the disruption of the MRI channels by Kelvin-Helmholtz 
modes (showing up as vortex rolls) is setting in.
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2015 marked the hundred anniversary of Albert Einstein’s 
lecture at the Prussian Academy of Science in which he 
introduced, for the first time, the famous field equations 
which became the core of his theory of general relativity. 

This masterpiece of 20th century science has proven ex-
tremely solid in all its predictions from the precession of 
the perihelion of Mercury to the observation of gravita-
tional lensing in distant galaxies, to the more mundane 
time-delay corrections required by the global position-
ing system. One last piece of the puzzle is although still 
missing and comprise the direct measurement of the 
gravitational wave (GW) radiation emitted by any accel-
erating mass. These ripples in the spacetime fabric are 
extremely weak even when produced in the most ex-
treme of the conditions as the ones present during the 
mergers of two black holes or neutron stars. For this rea-
son they have eluded experimental scientists for almost 
four decades. But things are about to change, last year 
a new array of advanced gravitational wave detectors, 
namely advanced LIGO and Virgo came online in late Sep-
tember and they are expected to observe up to 40 events 
per year involving the mergers of two compact objects. 
Despite the high sensitivity of this generation of ground 
base interferometers, it is still necessary to use accurate 
gravitational waveforms models to extract all the infor-
mation from the signal produced by the detector. 

In this project we focus on the merger of two neutron 
stars which orbit together in a binary system. The non-
linear nature of the Einstein equations coupled with 
the complex microphysics behind neutron star mat-
ter requires the use of sophisticated codes which uses 
advanced numerical techniques to produce accurate 
results. By using the GW signals calculated in our nu-
merical simulations we will be able to strongly link the 
properties of neutron star matter to a precise set of 
observable frequencies from the detector [1]. This in-
formation, together with the electromagnetic counter-
parts of these events, will shed some light on the engine 
that powers short gamma ray bursts. The properties 

of matter at the ultra high densities and low tempera-
tures reached inside neutron stars cannot be observed 
in a conventional laboratory on Earth and for this reason 
accurate GW astronomy is a unique opportunity to con-
straint the current knowledge of the equation of state 
that describes these regimes. But GWs are not the only 
observable that can be linked to the equation of state of 
neutron star matter, during the violent merger of two 
neutron stars large amount of neutron rich material is 
ejected leading to the creation of heavy elements. While 
undergoing radioactive decay, these elements emit in 
near-infrared and optical bands of the electromagnet-
ic spectrum. The characteristics of these emissions are 
strongly affected by the composition, temperature and 
total mass of the dynamically ejected material and for 
this reason we have developed a series of cutting-edge 
methods to simulate in full general relativity the inspiral, 
merger and collapse including relativistic hydrodynam-
ics, the use of nuclear finite-temperature equations of 
state and an approximate treatment of neutrino emis-
sion and absorption. Such simulations require the use of 
computational facilities such as the one at LRZ where we 
make use of thousands of CPUs every week for each of 
our simulations and producing several terabytes of data. 
This data are processed in situ at the LRZ facility and, for 
a more detailed analysis, transferred to our local cluster 
in Frankfurt am Main (LOEWE). 

Projects and results 

The code that we use for our simulations is based on the 
CACTUS computational toolkit, which provides an effi-
cient infrastructure for large scale simulations, including 
MPI and OpenMP parallelization, adaptive mesh refine-
ment, memory and output management. The general 
relativistic field equations are integrated using the McLa-
chlan module from the Einstein Toolkit, which is based 
on high order finite differencing methods. The general 
relativistic hydrodynamic equations are solved by Whis-
kyTHC which employs a high-order finite-difference 
highresolution shock-capturing method which allowed 
us to achieve third order convergence during the inspiral 
of a binary neutron star system. WhiskyTHC implements 
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also a sophisticated treatment of neutrino interactions 
that takes into account the cooling as well as the absorp-
tion on the thick and hot neutron star matter. In total, 
we used 10 million core hours for simulations of binary 
neutron star mergers in both in quasi-circular as well as 
eccentric orbit using with several equations of state. A 
typical run required around 1000-1200 cores over several 
days up to few weeks of computation. 

Binary neutron star collisions 
We simulate the inspiral and merger of binary neutron 
stars configurations with 5 different values of the initial 
periastron radius, using a nuclear equation of state to 
describe the properties of matter at high densities. An 
example of one of these encounters is shown in Fig. 1. 
The dynamic of such systems is significantly more com-
plicated than the one in a quasi-circular orbit, multiple 
encounters are in fact observed before the actual merger 
and the formation of a single fast rotating hypermassive 
neutron star (Fig.1 bottom right panel). Given the nonlin-

ear nature of the system it is not possible to predict in 
advance the number of encounters that the binary will 
undergo making these simulations extremely challeng-
ing from the numerical standpoint. 

R-process nucleosynthesis from the ejecta 
The most striking feature of binary neutron star colli-
sions is the amount of material that is ejected reaching 
a value of about one-tenth of a solar mass. As a compar-
ison, a similar binary in quasi-circular orbit can produce 
20 times less ejected material. The ejected material is ex-
tremely neutron rich and it is thought to be responsible 
for the creation of a large part the heavy elements heav-
ier than iron in the Universe. This process, know as r-pro-
cess nucleosynthesis (rapid), requires a high neutron 
fraction environment which allow for an efficient neu-
tron capture on the heavy seed nuclei. Our work analyses 
in great detail not only the effects of different orbital pa-
rameters in the production of r-process nuclei from the 
ejecta but also of different neutrino treatments. We have 
included the effects of neutrino cooling into our merger 
simulations and also of neutrino absorption onto the hot 
ejected material. Fig. 2 shows the results of the r-process 
nucleosynthesis calculations for different models and it 
will be part in the coming month of a series of publica-
tions on the topic [2]. 
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Figure 2: R-process nucleosynthesis produced by the ejected material of 
binary neutron star collisions, with periastron radius of 11 km (on the left) 
and 14 km (on the right). Different neutrino treatments are presented.

Figure 1: Snapshots of a binary neutron star collisions with an initial periastron of 14 km, from late inspiral (top left), touching (top right), merging 
(bottom left) to the formation of a metastable hyper-massive neutron star (bottom right). The colours represent the mass density in the orbital plane.
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Our current SuperMUC project [1] concerns itself with an 
astrophysical problem which has been discussed for sev-
eral decades: The Sun not only produces light, but also 
a constant stream of charged particles, the solar wind, 
which travel through the solar system. Contrary to naïve 
expectations, the energy spectrum of the solar wind par-
ticles does not follow a simple thermal spectrum, but an 
excess of highly energetic particles is measured. There-
fore, an acceleration mechanism must be present which 
delivers energy to the particles on their way from the 
Sun to the Earth.

Since the possibilities for direct measurements are 
severely limited and mathematical approaches often 
need to employ drastic simplifications in order to yield 
analytic predictions at all, numerical simulations mod-
eling the complex dynamics of the solar wind plasma 
have been on the rise over recent years. We use our 
Particle-in-Cell (PiC) code ACRONYM [2] to simulate the 

interaction of charged particles and electromagnetic 
fields self-consistently on a micro-physical scale. The 
focus of our research lies on the scattering of particles 
and plasma waves, which is believed to play an impor-
tant role in the transport and acceleration of energetic 
particles.

Based on a previous project in which we investigated the 
scattering of energetic test particles off of a single plas-
ma wave [3], we now want to model the interaction of 
fast particles and a turbulent spectrum of several waves, 
which presents a much more accurate picture of the 
processes in the solar wind. Contrary to many existing 
models which assume so-called Alfvénic turbulence, we 
focus on kinetic turbulence. While the former only con-
siders waves which propagate with identical speeds, the 
latter includes dispersive waves which possess individual 
phase speeds for each wave, making kinetic turbulence 
a much more challenging problem which can hardly be 
tackled analytically.

Results and Methods

During the first months of the project we successfully 
applied for the AstroLab Support Call offered by the LRZ. 
AstroLab aimed at improving the performance of exist-
ing codes on the SuperMUC system. In the course of this 
project we were able to improve our output routines 
significantly, thus clearing one major bottleneck detect-
ed in earlier use of our ACRONYM code. Together with 
some other modifications of our code, the results from 
the AstroLab project helped to increase the scalability 
and overall performance of our simulations. Compared 
to test runs performed during the Extreme Scaling Work-
shop 2014, our updated code now runs twice as fast on 
the SuperMUC system and suffers far less from writing 
data to disk (see Fig. 1).

Besides the work on the code, a few test simulations 
have been carried out to investigate the parameter 
ranges and computational resources required for pro-
duction runs concerning kinetic turbulence and particle 
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Figure 1: Scaling behavior of the ACRONYM PiC code on the SuperMUC 
system before (June ‘14) and after (August ‘15) major new output 
routines have been implemented. The number of particle updates per 
second – a measure for the performance of PiC codes – is plotted over 
the number of parallel tasks – or CPUs – used in the simulation.
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transport. In order to do so, the theoretical foundation 
underlying the initialization of our simulations has been 
expanded.

To create turbulence in a PiC simulation, two different 
mechanisms can be used: In both cases, a thermal, mag-
netized plasma is used as a starting point. Then, one can 
either initialize streaming particles which trigger plasma 
instabilities, thus creating plasma waves and eventual-
ly establishing a turbulent cascade. Or one can already 
initialize a few plasma waves, which then develop a cas-
cade by wave-wave interaction. We chose the latter ap-
proach, since it is simpler – no additional population of 
streaming particles is needed – and faster – one does not 
need to wait for the instability to develop.

For first tests, a setup described by [4] is reproduced. In 
this setup, a two-dimensional simulation box containing 
thermal protons and electrons is initialized. Then, sev-
eral plasma waves are excited by deploying the electro-
magnetic fields accordingly throughout the simulation 
box. To do this correctly, the dispersion relations, i.e. the 
relations between the wave’s frequency and its wave 
length, as well as the polarizations of the waves, i.e. the 
directions of the electric and magnetic field vectors with 
respect to each other and the direction of the wave’s 

propagation, have to be computed analytically during 
the initialization of the simulation.

After the initialization the simulation runs self-consist-
ently, with waves propagating and interacting with each 
other. Theory predicts that waves with long wave lengths 
produce new waves with shorter wave length by their 
interaction. This produces a cascade of waves, starting 
with waves at large spatial scales and developing struc-
tures at smaller and smaller scales.

It is convenient to study this process in Fourier space, 
meaning that waves are not characterized by their wave 
length, but by its inverse – the so-called wave number k. 
Figure 2 shows the two-dimensional space of wave num-
bers, where the axes of the plot are given by the direc-
tions parallel and perpendicular to a static background 
magnetic field in the simulation. The two plots in Fig. 2 
show data from the initialization (top) and a later point 
in time in the simulation (bottom), where the turbulent 
cascade has already been developed. It can be seen that 
the energy density decreases from small to large wave 
numbers, as expected from theory. The spectrum ends 
at some point due to damping mechanisms which dissi-
pate the electromagnetic fields of the waves and transfer 
it to the particles, eventually leading to plasma heating.

The setup includes so-called whistler waves, which are 
right-handed dispersive waves. The mechanisms respon-
sible for the dissipation of those waves are electron cy-
clotron and Landau damping at sufficiently large wave 
numbers. Damping affects mostly the thermal electrons 
in the background plasma, but an additional population 
of energetic electrons will be able to interact with waves 
at smaller wave numbers as well.

On-going Research / Outlook

Still in the first phase of the project, we have not inves-
tigated the scattering of energetic particles and turbu-
lent waves, but we expect to find resonant interactions 
of fast electrons and turbulent whistler waves. Our next 
steps will be to further study the evolution of a turbulent 
cascade from a few initial waves in the simulation. It is 
especially interesting to test whether the dimensionality 
of the simulation box has an influence on the turbulent 
cascade and the evolution time scales.

After having obtained a better understanding of the in-
fluences of physical and numerical parameters on the 
spectrum of waves, we plan to include energetic test 
particles in the simulations and to study their transport 
in the turbulent plasma.
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Figure 2: Two-dimensional power spectrum showing the magnetic 
field strength of waves with different wave numbers and traveling in 
different directions. The initial distribution of energy is plotted in the 
top image. During the simulation, a cascading spectrum of waves is 
established, as can be seen in the bottom image. The energy decreases 
with increasing wave number.
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One of the most important and interesting class of ob-
jects populating the Universe are so-called disk galaxies. 
They are comprised of stars, dust and interstellar gas, and 
this material is organized in an approximately disk-like 
shape that spins around its symmetry axis and is embed-
ded in a dark matter halo. The most prominent example 
of this type of objects is our own galaxy, the Milky Way. 
For decades, the formation of disk galaxies has been a 
puzzle for cosmologists – numerical simulations invaria-
bly yielded far too massive galaxies with an overly large 
central bulge and only a very small disk component. In re-
cent years, however, substantial progress has been made 
that much improved the physical realism of the simula-
tion predictions.

The difficulties in modeling galaxy formation ab initio in 
numerical simulations stem from the fact that the prob-
lem is intrinsically complex, due to its multi-scale and 
multi-physics nature. To obtain realistic results, simula-
tions ought to be able to model physical processes acting 
on very small scales – much smaller than the typical size 
of a galaxy – that nevertheless have a large impact on 
the global galaxy properties. Moreover, there is a large 
variety of physical processes that have just started to 
be investigated in theoretical studies but can still play a 
key role in galaxy evolution. This includes the dynamics 
of magnetic fields within the full cosmological context. 
The latter poses additional mathematical and numerical 
challenges compared to plain gas dynamics, which has 
typically been employed for computing galaxies so far. 
Our project pr85je on SuperMUC represents the first suc-
cessful attempt to include a realistic modeling of mag-
netic fields in cosmological simulations of disk galaxy 
formation.

Results and methods

Within our project pr85je on SuperMUC, we have used 
the massively parallel simulation code AREPO, developed 
at HITS, to study galaxy formation within a fully cosmo-
logical setting. AREPO uses a comprehensive treatment 

of galaxy formation physics designed for large-scale cos-
mological simulations, and now also includes an accu-
rate MHD scheme capable of following the intricate dy-
namics of magnetic fields as the Universe evolves. What 
distinguishes AREPO from other astrophysical codes is its 
moving and fully dynamics mesh. The code does not par-
tition the simulated universe with a fixed grid but rather 
uses a movable and deformable mesh, which allows a 
very accurate processing of the vastly different size and 
mass scales occurring in cosmological simulations. The 
moving mesh approach combines the accuracy of tra-
ditional grid codes in modeling gas dynamics with the 
high adaptivity of particle-based codes, allowing it to fol-
low the clustering of matter particularly well.

In the context of project pr85je, we succeeded in com-
puting a set of fully cosmological simulations of 30 ha-
los hosting realistic disk galaxies. In these calculations, 
collectively named the Auriga Project, all the simulated 
objects include magnetic fields, evolved self-consist-
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Figure 1: Example of one of the simulated Auriga galaxies (Au16) at 
one of the fine resolution levels in our set of magneto-hydrodynamical 
cosmological simulations. The figure shows stellar (left column) and gas 
(right column) projections at the end of the simulation, after ~14 billion 
years of evolution, in face-on and edge-on projections. Note how the 
gas, although spatially more extended, tracks the underlying stellar 
distribution well.
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ently from the initial conditions up to the final sim-
ulation time. In addition to magnetic fields, another 
distinctive trait of the project is the large number of 
simulated objects, allowing us to probe how the forma-
tion of disk galaxies is linked to the assembly history 
and the properties of the hosting halos. Also, a subsam-
ple of the full simulation set has been simulated at dif-
ferent resolutions without changing the galaxy forma-
tion model parameters, thus allowing us to investigate 
whether the galaxy properties are robust with respect 
to large (a factor of 64 in mass) variations of the nu-
merical resolution. It is worth mentioning that at the 
finest resolution level, our runs improve by a factor of 8 
in mass over our previous achievements and are among 
the highest resolved cosmological simulations of gal-
axy formation to date. 

High resolution is a key aspect of our calculations be-
cause it allows us to resolve galactic sub-structure and 
the associated dynamical influence on the evolution of 
the stellar disks (which has previously been limited to 
isolated simulations with simplified initial conditions) 
in systems representative of a globally successful galaxy 
formation model in a fully cosmological setting. In par-
ticular, the galaxies develop well-formed bars and spiral 
arms, whose associated dynamical influence are thought 
to play an important role in shaping the structural prop-
erties of the disk. 

In some of our recent work, we have analyzed the verti-
cal structure of the stellar disks with the aim of finding 
the dynamical mechanisms responsible for scattering 
stars into vertically thickened distributions, which is 
currently a topic of major debate in the galactic astron-
omy community. From the Auriga simulations, we were 
able to establish that the stellar bar is the most ubiq-
uitous vertical star scattering source, increasing the 
vertical velocity dispersion of star particles gradually 
over long timescales. Significant satellite interactions 
increase the dispersion dramatically on short times-
cales, but are less prevalent. Interestingly, we found that 
thick disks in the outer galaxy seem unlikely to origi-
nate in high velocity dispersion stars from the inner 
galaxy moved there through a process termed ‘radial 
migration’, which has been previously believed to be a 
likely contributor to thick disk formation. In addition, 
we found that in nearly all cases the vertical structure 
of the disk is dominated by the formation of new stars, 
which are born progressively closer to the mid plane 
of the disk over time, thereby creating a vertically thin 
disk. This process is in many cases dominant over the 
heating of preexisting stars.

On-going research

SuperMUC has been instrumental to carry out the Auri-
ga simulations, which have extended what it is currently 
possible in terms of resolution and faithful modeling of 
the physical processes (for instance by the inclusion of 
magnetic fields) in cosmological simulations of the for-
mation and evolution of galaxies like our own Milky Way. 
Still higher resolution is required to further improve our 

theoretical understanding of galaxy formation and evo-
lution, because only this will finally enable us to study 
many aspects of this complex problem with the required 
accuracy.

One aspect, the formation of spiral arms, is directly re-
lated to stellar dynamics within the disk, which can now 
be sampled with an appropriate number of star parti-
cles. Simulations of disk galaxies have long been known 
to produce transient, winding spiral arms that rotate at 
the same speed as the stars and have a lifetime rough-
ly comparable to the dynamical time of the galaxy. Such 
properties, though in agreement with some observa-
tional studies of external galaxies, are at odds with the 
most widely accepted theory of spiral arms: spiral den-
sity wave theory, which predicts that spiral arms should 
be long-lived features that rotate rigidly around the disk 
and therefore never wind up. With their unprecedented 
resolution, our simulations are an ideal testbed for stud-
ying the formation of spiral arms in a variety of cosmo-
logical environments, ranging from quiescent to more 
active evolutionary histories.

Other areas in which we expect substantial progress 
from the analysis of the Auriga simulations are the study 
of the gas circulation between the disk and the halo, and 
the analysis of the properties of satellite galaxies. For the 
former, which is fundamental for understanding how 
disk galaxies can power star formation throughout a 
Hubble time, high resolution is essential to capture the 
intrinsic multiphase nature of these gas flows. For the 
latter, high resolution not only probes the properties of 
satellite galaxies to lower masses, but it will also allow 
us to investigate how the evolution of such objects is 
shaped by their interactions with the central galaxy and 
the surrounding environment.
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Figure 2: Face-on maps of the vertical velocity dispersion of stars for a 
galaxy with no bar (left) and a strong bar (right). Over-density contours 
are overlaid in white. Note that the velocity dispersion is much larger in 
the strong bar case than that of the galaxy with no bar (adapted from 
Grand et al. 2016).
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More than 96% of the total energy content of the uni-
verse consists of an still unknown form of dark energy 
and dark matter. Understanding the physical nature of 
these two components is one of the great challenges 
for the (astro)physics of the 21st century. Both dark en-
ergy and dark matter are only detectable through their 
gravitational interaction. Together they give rise to the 
observed large scale structure in the universe. Thus un-
derstanding large scale structure formation is a prereq-
uisite to understand dark energy and dark matter. Due 
to the non-linear nature of gravitational clustering com-
puter simulations play a very important role in cosmol-
ogy. Research in computational cosmology started four 
decades ago with the first N-body simulations having a 
few hundred or thousand particles. Nowadays, large sim-
ulations with billions of particles are rather easy to do. 
They are used to address numerous aspects of the evo-
lution of fluctuations and formation of structures on the 
vast range of relevant scales. Meanwhile numerical sim-
ulations provide extraordinary accuracy for important 
statistics such as the mass function and the correlation 
function of objects, the biases between dark matter and 
luminous matter distribution. Thus large dark matter 
simulations are an essential tool to interpret the obser-
vational data. In the next years there will be a substantial 
number of observational projects that will be gathering 
photometric and redshift data from galaxies at different 
epochs in the universe and covering a large area of the 
sky (e.g BOSS, DES, KIDS, DESI, LSST, Euclid, eROSITA, etc). 
Galaxies and the matter distribution on larger scales 
will be mapped more accurately and, consequently, this 
will put strong limits on the cosmological model of the 
Universe. But, in order to derive cosmological constraints 
from these data, they must be compared with the theo-
retical predictions of the different cosmological scenari-
os. Due to the intrinsic non-linear nature of the physics 
behind the formation and evolution of galaxies and larg-
er structures, the only reliable tool to perform this task is 
the numerical simulation of the gravitational evolution 

of fluctuations in computational boxes that are large 
enough to accommodate the sampled volumes of the 
different observational surveys. State of the Art N-body 
simulations are now capable of dealing trillions (1012) 
of particles. Moreover, these large volume simulations 
would need to be created for different models of dark en-
ergy (i.e. Cosmological constant, dynamical dark energy 
with an evolving equation of state, dark energy coupled 
with dark matter, etc) and also in other alternative cos-
mological scenarios such as those with modified gravity, 
non-homogeneous or isotropic models, non-gaussian in-
itial conditions or non standard particles such as sterile 
neutrinos. All these alternatives to the standard cosmo-
logical model would need to be properly modelled nu-
merically in order to produce mock galaxy catalogues to 
the different observational surveys, so their predictions 
on clustering, abundance of galaxies, weak lensing maps, 
etc can be reliably compared with their observational 
counterparts. Therefore, this would require that the sim-
ulations will have enough mass resolution to properly 
resolve the dark matter objects which host the galaxies 
detected in observations. 

Simulations

The PRACE pr86bu project was run in Supermuc during 
2013 and 2014. It produced a set of N-body simulations 
in sufficiently large volumes to accommodate the vol-
ume sampled by the recently finished BOSS [5] redshift 
survey with enough resolution to be able to resolve all 
the dark matter halos which host the same galaxies as 
those detected in the survey. This imposed a severe con-
straint in the minimum number of particles that had to 
be used in the simulations. A total of more than 56 billion 
(38403) were used in the various runs performed at LRZ 
[2]. Since 2015 we have continued running simulations 
within the LRZ pr87yi project. We have completed our 
simulation dataset with two extra boxes, one larger and 
another one smaller than those made in the previous 
project. In Figure 1 we show the different box sizes that 
we have produced in these two project, all of them run 
with the same number of particles and using the cosmo-
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logical parameters derived from ESA’s Planck satellite. In 
total, we produced more than 3 PBYTES of raw data that 
have to be analysed in order to derive galaxy catalogues 
which mimic those from the BOSS survey. This is a very 
time consuming process due to the large amount of data 
that have to be processed. In total, we have generated 
more than 60 billion dark matter objects (halos), which 
are suppose to host galaxies, from all these simulations. 
In the end, our goal is to generate a distribution of ob-
ject in redshift which closely resembles those from the 
observed galaxies. From these 3D datasets, we can then 
compare their clustering properties and derive conclu-
sions about the nature and content of the dark matter 
and dark energy components of the universe. 

Our simulations are also being used to produce weak 
gravitational lensing maps. That is, to simulate the bend-
ing of the light emitted from early galaxies due to the 
intervening dark matter distribution [3]. Observational 
projects like CHFTLens [4] are measuring the galaxy dis-
tortions due to this effect . A detailed comparison with 
the predictions of cosmological models, it is only possible 
though these large volume simulations (see Figure 2). 

All the mock catalogues and other deliverables from our 
simulation dataset are publicly available through the 
COSMOSIM database [1]

Future work

We plan to continue the analysis of the dataset of the 
simulations performed in the course of the PRACE pr-
86bu and LRZ pr87yi projects. There is still a fair amount 
of work to do until we finish the production of halo cat-
alogues and the derivation of light-cone samples. We are 
currently working on the production of halo merger trees 
to be used in semi-analytical models of galaxy formation 
in order to be able to assign galaxies to our dark matter 
objects. In this regard we will be able to make predictions 
for the clustering of galaxies of the upcoming galaxy red-
shift surveys (DESI [6], Euclid [7]) which are dealing with 
galaxies with special observational properties whose 
dark matter halo hosts are not yet well known. Our simu-
lations will shed light on those dark objects.

The large dynamical range, both in mass and spatial res-
olution (4 orders of magnitude) covered by our simula-
tions suite will also allow us to study other interesting 
problems. For instance, using the smallest computation-
al volume, which has the highest mass resolution, we are 
going to study the epoch of formation of the first stars 
and galaxies which were responsible of reionizing the 
primordial gas of the Universe. Experiments like Square 

Kilometer Array (SKA) are going to probe this early epoch 
and will give us observational information on the dis-
tribution of neutral hydrogen that can be directly com-
pared with the simulation predictions. 
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Figure 1: The density of a dark 
matter slice from the 5 different 
simulated boxes. The blue ones 
correspond to the PRACE pr86bu 
project. The two red boxes were 
computed within the LRZ pr87yi 
Project. Each box contains the 
same number of particles, 56.6 
billion (38403). 

Figure 2: Maps of weak lensing shear fields for two equivalent areas of 
the VIPERS survey (see [3] for further details).
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Latest three-dimensional (3D) computer simulations are 
closing in on the solution of a decades-old problem: how 
do massive stars die in gigantic supernova explosions? 
Since the mid-1960s, astronomers thought that neutri-
nos, elementary particles that are radiated in huge num-
bers by the newly formed neutron star, could be the ones 
to energize the blast wave that disrupts the star. Howev-
er, only now the power of modern supercomputers has 
made it possible to actually demonstrate the viability of 
this neutrino-driven mechanism.

Supernovae are among the brightest and most violent 
explosive events in the Universe. They are not only the 
birth sites of neutron stars and black holes; they also 
produce and disseminate heavy chemical elements up to 
iron and possibly even nuclear species heavier than iron, 
which could be forged during the explosion. Understand-
ing the explosion mechanism of massive stars is there-
fore of fundamental importance to better define the role 
of supernovae in the cosmic cycle of matter.

Already in the 1960’s it was speculated that neutrinos 
might be involved. Myriads of these high-energy elemen-
tary particles are radiated by the extremely hot, newly 
formed neutron star. If less than one percent of them 
gets absorbed in the matter behind the stalled shock, a 
healthy supernova explosion will be the consequence.

However, many aspects of the relevant physics in previ-
ous computer models were still too crude and too ap-
proximate to be realistic. In particular, nature has three 
spatial dimensions, but only very recently the increasing 
power of modern supercomputers has made it possible 
to perform supernova simulations without any artificial 
symmetry constraints. A new level of realism in such sim-
ulations is thus reached and brings us closer to the solu-
tion of a 50 year old problem.

The stellar collapse group at the Max Planck Institute for 
Astrophysics (MPA; [1]) plays a leading role in the world-

wide race for such models. With all relevant physics in-
cluded, in particular using a highly complex treatment of 
neutrino transport and interactions, such computations 
are at the very limit of what is currently feasible on the 
biggest available computers.

Methods

In this project the stellar core collapse, neutron star for-
mation, and the onset of the supernova explosion are 
studied with the PROMETHEUS-VERTEX code for mul-
ti-dimensional hydrodynamical simulations including a 
highly sophisticated description of three-flavor neutri-
no transport and neutrino-matter interactions with full 
energy dependence. While the former is treated with an 
explicit, higher-order Godunov-type scheme, the latter is 

Unravelling the Mechanism of  
Supernova Explosions1

Research Institution
Max Planck Institute for Astrophysics
Principal Investigator
Hans-Thomas Janka
Researchers
Tobias Melson, Alexander Summa, Bernhard Müller, Andreas Marek
Project Partners
Max Planck Computing and Data Facility (MPCDF)

SuperMUC Project ID: pr86la (PRACE project), pr85ja (Gauss Large Scale project), pr84ne (PRACE project),  
pr48ra (Gauss Large Scale project)

Figure 1: Development of the explosion in the interior of a 9.6 solar-mass 
star: within fractions of a second, the supernova shock inflates to many 
times its initial volume. The snapshots show that the explosion is far from 
symmetric and that convective buoyancy and turbulence play an impor-
tant role. The colour coding indicates the speed of the ejected material. The 
thin bluish line shows the position of the shock front [2,3]. (Visualization: 
Elena Erastova and Markus Rampp, Max Planck Computing and Data Faci- 
lity (MPCDF); copyright (2015) by American Astronomical Society)
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solved by an implicit integrator of the neutrino energy 
and momentum equations, supplemented by a state-
of-the-art set of neutrino-reaction kernels and a closure 
relation computed from a simplified model-Boltzmann 
equation. Consistent with the basically spherical geom-
etry, the equations are discretized on a polar coordinate 
grid, and the computational efficiency is enhanced by 
the use of an axis-free Yin-Yang implementation and a 
time- and space-variable radial grid. The thermodynam-
ics and changing chemical composition of the stellar 
medium are determined by high-dimensional equation-
of-state tables and nuclear burning at non-equilibrium 
conditions. 

Employing mixed MPI-OpenMP parallelization, our ray-
by-ray-plus approximation of multidimensional trans-
port allows for essentially linear scaling up to tested 
processor-core numbers of more than 130,000. The mod-
el simulations reported here were performed on about 
16,000 cores in parallel (achieving 10–15% of the peak 
performance), which is the largest share of SuperMUC 
that the MPA team was granted access to, but constrains 
the models to currently two degrees angular resolution. 
Nevertheless, one full supernova run, conducted over an 
evolution time of typically half a second, consumes up 
to 50 million core hours and takes more than 1/2 year of 
project time to be completed.

Results

The enormous effort has payed off! The MPA team has re-
cently been able to report a first successful 3D explosion 
for a 9.6 solar-mass star (Figure 1; [2,3]) and has now also 
obtained a 3D explosion of a 20 solar-mass progenitor 
(Figure 2; [4,5]). Based on the presently most advanced 
description of the neutrino physics in collapsing stellar 
cores worldwide, these results are a true milestone in 
supernova modeling. They confirm the viability of the 
neutrino-heating mechanism in principle, applying our 
currently best knowledge of all processes that play a role 
in the center of dying stars, whose extreme conditions in 
temperature and density are hardly accessible by labo-
ratory experiments on Earth. Since not all aspects of the 
complex neutrino reactions in the newly formed neutron 
star are finally understood, the 3D models demonstrate 
that within existing uncertainties neutrinos can indeed 
transfer enough energy to revive the stalled shock. As 
known from previous models in two dimensions, violent 
non-radial fluid flows must provide crucial support to re-
launch the blast wave and will function as seeds of the 
later, large-scale asymmetries that are observed in su-
pernova explosions (Figures 1, 2).

On-going Research and Outlook

Further work on the theoretical models is necessary. So 
far the successful 3D simulations could only be done 
with rather coarse resolution, because bigger numbers 
of computing cores would be needed to perform more 
refined supernova calculations. Moreover, a wider range 
of stellar masses must be investigated, varying the ini-
tial conditions in the pre-collapse cores and testing still 

uncertain aspects of physics like the amount of anglar 
momentum in the collapsing star and different models 
of the incompletely understood equation of state of hot 
neutron-star matter. A final confirmation of our theoret-
ical picture of the explosion mechanism and the role of 
neutrinos, however, can only come from observations. 
On the one hand this demands a closer link of the ex-
plosion models to observable supernova properties, re-
questing simulations over longer evolution times, on the 
other hand much hope rests on a next supernova that 
will occur in our Milky Way galaxy. Such a nearby event 
will flood the Earth with 1030 neutrinos, of which several 
thousand to tens of thousands will be captured in huge 
underground experiments like Super-Kamiokande in Ja-
pan and IceCube at the South Pole. Neutrinos (besides 
gravitational waves) will thus serve as unique messen-
gers: since they escape from the center of the superno-
va they will bring us information directly from the very 
heart of the explosion.
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Figure 2: Sequence of volume-rendered images showing the violent 
non-spherical mass motions that drive the evolution of the collapsing 
20 solar-mass star towards the onset of a neutrino-powered explo-
sion. The whitish central sphere indicates the newly formed neutron 
star, the enveloping bluish surface marks the supernova shock 
[4,5]. (Visualization: Elena Erastova and Markus Rampp, Max Planck 
Computing and Data Facility (MPCDF); copyright (2015) by American 
Astronomical Society)
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Dissipating the Energy of Space Weather Events

Figure 1: Breakage the classical concept: magnetic reconnection is believed to happen at the central X-points where black arrows depict 
electron currents. However massive energy dissipation (blue and red fog) happens far from it, in the flux ropes of reconnection exhaust.
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Introduction

Space is permeated by magnetic fields. They serve differ-
ent purposes: solar magnetic field provides storage and 
transport for its enormous internal energy. Magnetic 
fields in the solar wind guide the propagation of charged 
particles and solar ejecta. Earth’s magnetic field shields 
us from the deadly impact of high-energy particles from 
space. Often, during interaction of different magnetic 
fields, a tremendous amount of energy is released. The 
most spectacular manifestations of these events are po-
lar lights. However, practical value of such space weath-
er [1] events are even broader, as energetic particles and 
magnetic field perturbations endanger space vehicles 
(especially those flying outside the magnetosphere, e.g., 
to Moon or Mars), GPS, aircrafts and even ground-based 
facilities such as power grids.

Plasma-astrophysics group at KU Leuven [2] studies 
the fundamental properties of solar and interplanetary 
magnetic fields and their interaction. At our disposal 
are present-day massively parallel codes which we use 
to model magnetized plasma behavior. Although space 
plasma is very rarified (only a few particles per cubic cm), 
the regions of interest are so big that individual descrip-
tion of each plasma particle is far beyond the scope of 

any computer in the coming decades. Therefore differ-
ent simplifying approximations such as single-fluid and 
multi-fluid magnetohydrodynamics (MHD) are used 
in the numerical models. Availability of the computing 
power in the last decade allowed practical applications 
of the more advanced modeling techniques, namely the 
kinetic Particle-in-Cell (PIC) [3]. These models combine 
the advantages of the kinetic (individual) description 
of plasma particles with the ‘traditional’ evolution of 
electromagnetic field on a regular (or irregular) compu-
tational grid. Of course, PIC is much more demanding 
than any conventional fluid model (it is impossible to 
run a reliable simulation on, say, less than 1000 cores), 
but it rises our physical insight to the qualitatively new 
level. Physical effects we found using the kinetic PIC code 
iPic3D [4] would have never been revealed by any fluid 
model of space plasma.

Results and Methods

Our project aims at breaking the long-standing para-
digm in the physics of space plasma, the so-called mag-
netic reconnection. This concept predicts that primary 
interaction of magnetic fields happens where the oppo-
site-polarity fields approach each other. These locations 
often referred to as X-points and are present, for instance 
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Figure 3: Proposed 
mechanism of magnetic 
energy dissipation is 
linked to plasma insta-
bilities produced in the 
kinked magnetic flux 
ropes embedding current 
channels (black arrows) 
and magnetic nulls (color 
spheres).

Figure 2: A mini-magnetosphere of a lunar magnetic anomaly protects 
its surface from energetic particles of the solar wind: lunar base should 
be underneath its shield!

in the Earth’s magnetotail, or in magnetopause. Simula-
tions in large three-dimensional boxes representing the 
magnetotail topology pointed us to the other regions 
where intensive energy dissipation is happening, the 
so-called secondary reconnection sites [5]. Further sim-
ulations have confirmed our initial guess: no magnetic 
reconnection happens near Lunar Magnetic Anomalies 
(Figure 2) despite the presence of X-points. The dedicated 
simulations of turbulent plasma have revealed the im-
portance of magnetic flux ropes and secondary instabili-
ties (Figure 3). Magnetic energy dissipation in space plas-
ma is not associated with specific topological features 
such as X-points, it takes place everywhere, and is closely 
tied with interacting magnetic flux ropes.

As noted above, PIC simulations are demanding to com-
putational power because they are using large number 
of particles. For instance, a simulation of magnetic flux 
ropes (Figure 3) used 65536 million particles! As an up-
side, PIC codes scale very well, and we were able to use 
up to 64000 cores on SuperMUC. Regular runs employed 
8-16 thousand cores, and ran for a few days (with re-
starts). Typical simulation needed five restarts (5 days) 
and 2 million CPU hours. In total all work packages of our 
SuperMUC allocations have consumed 25 million core 
hours.

Great challenge related to PIC simulations is data han-
dling. iPic3D uses parallel hdf5 output to dump the data 
of each process. Particle and grid quantities are saved 
separately. In this project we mainly addressed field 
quantities (which are much less data). Still, we are talk-
ing about terabytes per simulation. Parallel post-process-
ing routines allow conversion to the more convenient 
formats such as VTK, directly on the cluster. Only the nec-
essary data, already converted and compressed, is trans-
ferred from the HPC facility. We plan to use the improved 
output capabilities in our new, more ambitious project 
devoted to acceleration of plasma particles.

On-going Research / Outlook

Modeling plasmas with PIC methods is at the frontier 
of modern physics. Correspondingly, it demands the 
most advanced supercomputing facilities. SuperMUC’s 
thin nodes are ideal for PIC simulations because of large 
amount of RAM per node. Our study was just the first 
insight that brought out a new concept of energy trans-
formation in the turbulent space plasmas. It opens the 
way for larger, realistic simulations and, finally the com-
parison with real observations of the new and existing 
space missions such as Cluster, MMS and THOR.

Memory-demanding, PIC pays back with almost ideal 
scalability, and is a perfect application for the new gen-
eration of shared-memory hybrid architectures. Our code 
is being actively developed and adjusted for use on such 
clusters. We are looking forward for real exascale simula-
tions on the “SuperMUC Next Generation”.
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Introduction

The corona is the outer atmosphere of the Sun, which 
can be brilliantly seen during total solar eclipses. Since 
1940s, it has been clear that the corona is composed of 
tenuous and million K hot plasma, which is more than 
100 times hotter than the solar surface. What heats the 
corona is a great mastery in astrophysics and plasma 
physics. Modern observations of the corona in X-rays and 
extreme ultraviolet (EUV) show astonishing loop-like 
structures (coronal loops) that arch over the solar surface 
with their apex reaching several tens Mm. Coronal loops 
outline the magnetic field lines, because the magnetic 
energy is so overwhelming in the corona, that the plas-
ma is confined by the magnetic field lines. 

Theoretical models suggest that the magnetic field plays a 
key role in heating the corona. In general, the granular mo-
tions at the surface of the Sun can tweak and tangle the 
magnetic field lines, which induces currents in the coronal 
magnetic field. The dissipation of the currents (i.e. magnet-
ic energy) is supposed to be sufficient to heat the coronal 
plasma to over 1 MK. To test these theoretical ideas in a “re-
alistic” setup that can properly account for the complexity 
of the real corona, a numerical model must solve a three 
dimensional magnetohydrodynamical (MHD) problem 
with the processes (e.g. energy loss through optically thin 
radiation and highly anisotropic heat conduction) that are 
substantially important for the thermal dynamics of the 
coronal plasma. Thus, realistic models for the corona above 
an active region are very computationally demanding. 

With the help of the computation resource of SuperMUC, 
the simulation in our previous project (pr86bi) became 
the first realistic coronal model that allows us to study 
how the hot corona is formed during the emergence of 
magnetic flux from the solar interior to the surface[1]. 
The simulation in the present project is a continuation of 
the successful model in the previous project. We evolved 
a high resolution run in the previous project for more 
than half an hour solar time, which gives us a rich mine 
of data to study the evolution of the corona after the 
magnetic flux emerged. 

Results and Methods

Model setup
To simulate the evolution of the corona in response to 
the energy input from the solar surface, our coronal sim-
ulation is coupled to a numerical experiment that sim-
ulated the formation of a pair of sunspots though the 
emergence of a magnetic flux tube from the solar interi-
or to the surface. We use several consecutive horizontal 
layers at the surface of the flux emergence simulation as 
a time-dependent bottom boundary of the coronal sim-
ulation. Thus the coronal simulation is driven by the flux 
emergence at the solar surface.

The coronal model uses a 1024x512x256 grid to resolve 
a 147x74x50 Mm3 domain. The horizontal grid spacing 
of 144 km is sufficient to resolve the granular motions 
and small-scale magnetic features at the solar surface, 
which contribute a substantial part in the energy input 
to the corona. The vertical grid is stretched so that the 
grid spacing is 32 km near the bottom to match that of 
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Figure 1: An overview of the model corona. The map in gray scale at the 
bottom is the vertical magnetic field at the solar surface, where the 
large patches of white and black are the two sunspots. Blue lines show 
the magnetic field lines anchored in the sunspots. Reddish structures 
represent the synthesized EUV emission from million K hot plasma. This 
figure is adapted from Chen (2015) [3].
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the flux emergence simulation, 192 km in the majority 
of the coronal part, and gradually increases near the top 
boundary, which is not the region of interest.

Numerical methods
The numerical experiment is done using the Pen-
cil-code[3]. The spatial derivatives are evaluated by a 6th 
order central difference scheme, and the time integra-
tion is done by a 3rd order Runge-Kutta scheme. In par-
ticular, we apply a super-time-stepping scheme for the 
heat conduction terms in an operator-splitting manner 
to improve the speed of the calculation, since the heat 
conduction is the major term limiting the time step. 
We run the simulation with 4096 cores. In combination 
with the previous project, we consumed about 20 million 
CPU-hours to evolve the model for about 2 hours solar 
time. This generates more than 3 TB of data.

Reproducing a real corona
The Atmospheric Imaging Assembly (AIA) on the Solar 
Dynamics Observatory (SDO) observes the solar coronal 
in several EUV channels. Each channel samples the EUV 
emission from the plasma within a particular tempera-
ture range. We use the density and temperature in our 
simulation to synthesize EUV emission according to the 
temperature response functions of the AIA channels, and 
compare the synthesized emission with real AIA obser-
vations. 

Coronal loops become visible in the synthesized EUV 
images after the sunspots start to form through the  
coalescence of the small scale magnetic flux at the solar 
surface. The coronal loops are inline with the magnetic 
field lines as in the real corona, and their foot points are 
co-spatial with the enhanced upward magnetic energy 
flux, which is mostly found at the edge of the forming 
sunspots (Fig. 1). This is consistent with the scenario we 
found in our previous simulations. However, much more 
fine coronal structures are formed in the new simulation, 
because with a high resolution we are able to account for 
the small-scale magnetic features that are important for 
coronal structuring.

The synthesized AIA observations give a count rate of 
more than 1000 DN/pixel/s in a coronal loop [1], which 
is consistent with real AIA observations of active re-
gions in the similar size. Given that the EUV emission of 
the corona is a convolution of its density and tempera-

ture, the consistency in the count rate implies that the 
model is able to reproduce a density and temperature 
similar to the real corona. This is also confirmed by com-
paring the density (108 to 109 cm-3) and temperature (a 
few MK) in the model corona with those deduced from 
observations.

The thermal properties of the corona are closely relat-
ed to the heat input. Therefore, the result above clearly 
suggests that the model produces a correct amount 
of heating in the corona. Furthermore, the synthesized 
observation also shows the coronal structures that are 
astonishingly similar to the real Sun, which are the nu-
merous thin and elongated loops arching over the solar 
surface, as shown in Fig 2. The structuring of the corona 
essentially reflects the inhomogeneity of the heating in 
the corona, because only the magnetic field lines that 
have sufficient heat input can become visible coronal 
loops. 

A successful model for the coronal heating must provide 
not only the correct amount of heating to maintain the 
temperature of the corona, but also the spatial distribu-
tion of the heating that gives rise to the observed coro-
nal structures. Previous models have mainly focused on 
the first point, while our model sheds new light on cor-
onal heating problem. To the best of our knowledge, it is 
the first model that self-consistently produces both the 
right amount of heat input to heat the coronal plasma 
to over 1 MK, and the coronal structuring that are highly 
consistent with the real corona. All together, this strongly 
implies the heating in the model is a good representative 
of the heating in the real corona.

On-going Research / Outlook

The analysis of the data has focused on the basic ther-
mal dynamics of the coronal loops [1], the relation of 
EUV loops to magnetic field lines [4], and the oscillation 
in coronal loops [5]. These lead to several publications in 
leading journals in astrophysics, and the dataset still has 
a great potential for further studies.

In the following, we will try to reveal how the heating 
results in some fundamental characteristics of the ob-
served EUV structures, such as the width and cross-sec-
tion profile of a coronal loop. We will also put efforts on 
comprehensive comparisons between observations and 
the model to find out where the model may fail to re-
produce the observational properties. The comparison 
is very helpful to explore the missing factors in present 
models, and leads us to more realistic models and better 
understanding of the solar corona.
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Figure 2: Loop structures arching over the solar surface. Left: An active 
region at the solar limb observed by SDO / AIA in the 304 channel, 
which is dominated by emission from the He II spectral line. It mainly 
samples the plasma of about 5x105 K. The dashed line indicates the 
limb of the solar disk. Right: The emission synthesized from the model 
according to the response function of the AIA 304 channel. The point 
of view is equivalent to the observation in the left panel. This figure is 
taken from Chen et al. (2015) [4]. 
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Introduction

The ionizing radiation emitted by the first stars and gal-
axies photoionized and photoheated the cold and neutral 
cosmic gas that filled space shortly after the birth of the 
universe in the Big Bang. This started the epoch of reioni-
zation, which took place in the first billion years, and which 
left galaxies embedded in a warm and ionized intergalac-
tic medium (Figure 1). A new generation of telescopes such 
as the Low Frequency Array and the space-based James 
Webb Space Telescope is currently underway to help scien-
tists unravel the astrophysics of reionization, creating ex-
citing opportunities to test and improve the understand-
ing of the universe. In this report we summarize how we 
used two multi-million compute hours allocations by the 
Gauss Centre for Supercomputing and by PRACE, the Part-
nership for Supercomputing in Europe, both on SuperMUC 
at the Leibniz Supercomputing Centre (LRZ), to carry out 
Aurora, a new set of radiation-hydrodynamical simula-
tions of galaxy formation during reionization.

Understanding reionization is important because of its 
strong coupling with structure formation caused by ioniz-
ing radiative feedback, which strongly impacts the assem-
bly of galaxies, including our own galaxy, the Milky Way. The 
absorption of ionizing photons by neutral gas photoionizes 
the gas and raises its temperature to a few ten thousand 
degrees Kelvin. The associated increase in gas pressure in-
creases the Jeans scale, i.e., the scale below which pressure 
prevents the collapse of gas into gravitationally bound ob-
jects, thus smoothing out density fluctuations in the cosmic 
gas. Because the rate at which the ionized gas recombines 
to return to its neutral state is proportional to the clumpi-
ness of the gas between galaxies, photoionization heating 
makes it easier to keep the gas ionized and therefore facili-
tates reionization (positive feedback on reionization). How-
ever, the increase in the gas pressure also boils out gas from 
small galaxies and impedes the accretion of fresh gas from 
the intergalactic medium onto them. This reduces the fuel 
for star formation, which reduces the rate at which galaxies 
emit ionizing photons and therefore impedes reionization 
(negative feedback on reionization).

The net effect of photoheating on reionization is difficult 
to predict short of treating it with full cosmological simu-
lations that explicitly follow the relevant physical process-

es, primarily the transport of ionizing photons and their 
interaction with the cosmic gas. While radiative transfer 
simulations of reionization have become feasible in the 
last decade thanks to advances in numerical techniques 
and the advent of high-performance supercomputing fa-
cilities, such as SuperMUC at LRZ, simulating reionization 
remains a computationally highly demanding task. 

The prime challenge is the need to transport ionizing 
photons in large cosmological volumes with structure on 
a large range of scales and with many stars and galaxies 
emitting radiation. Aurora addresses this challenge by 
using a novel spatially adaptive radiation transport tech-
nique that solves multi-scale problems efficiently and has 
a computational cost independent of the number of ra-
diation sources. A major improvement on many previous 
reionization simulations is that the transport of radiation 
is carried out fully coupled to the gas dynamics. In combi-
nation with the very high resolution exclusively enabled 
by our spatially adaptive radiation transport technique 
and the generous allocations of compute time awarded 
to us on SuperMUC, this lets us investigate the impact of 
photoionization heating on the formation of structure in 
exquisite detail. In addition to ionizing radiation, Aurora 
tracks the explosion of stars as supernovae and the enrich-
ment of the universe with metals synthesized in the stars. 
The Aurora simulations thus make detailed predictions of 
reionization by galaxies that will be tested in comparisons 
against observations by the upcoming telescopes.

Methods and Results

The Aurora simulations make use of the novel, accurate 
and well-tested radiation transport technique TRAPHIC [1] 
developed by us. TRAPHIC is coupled to the galaxy forma-
tion code GADGET [2]. Our simulations thus capture the 
physics both of reionization and galaxy formation, as well 
as their tight interplay. In the following, we provide a brief 
description of the main simulation techniques used. 

GADGET is a massively MPI parallel ANSI-C code which 
simulates the dynamics of the two matter components 
of the universe, the dark matter and the baryons (gas and 
stars). The well-tested scalable standard version of GADGET 
computes N-body gravitational forces using a fast Parti-
cle-Mesh/Tree solver and tracks the dynamics of the gas us-
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Figure 1: Snapshot of the Aurora reionization reference simulation carried out on SuperMUC at LRZ. From left to right, panels show the gas density 
(blue is underdense, red/yellow is overdense), ionized fraction (blue is neutral, red is ionized), and temperature (black is cold, orange/yellow is warm/
hot) in a thin central slice through the simulated cubical volume of linear size 35 Mpc, just a few hundred million years after the Big Bang. Galaxies 
form in the densest regions and emit radiation that photoionizes and photoheats the gas surrounding them. Reionization is complete once the indi-
vidual ionized regions overlap, which happens about one billion years after the Big Bang. The localized bright yellow regions of very high tempera-
tures are caused by the explosions of stars as supernovae.

ing the Smoothed Particle Hydrodynamics (SPH) technique. 
SPH is a spatially adaptive, Lagrangian simulation tech-
nique that discretizes the mass in the simulated volume 
using particles and follows the evolution of these particles 
subject to the Euler equations of fluid flow. Our customized 
version of GADGET enables us to follow the key astrophys-
ical processes relevant for the formation of galaxies in the 
early universe: the collapse of dark matter in halos hosting 
the first galaxies, the accretion of gas by these halos, lead-
ing to the formation of stars, as well as the explosion of 
stars in supernovae and their death as black holes, and the 
chemical enrichment of the intergalactic medium. Crucially, 
it also contains an MPI ANSI-C implementation of our mul-
tiscale and scalable radiation transport method TRAPHIC.

TRAPHIC solves the time-dependent radiative transfer 
equation by tracing photon packets emitted by the ion-
izing sources at the speed of light and in a photon-con-
serving manner through the simulation box. The photon 
packets are transported directly on the spatially adaptive, 
unstructured grid defined by the SPH particles, which 
lets us use the full dynamic range of the hydrodynamical 
simulation. For comparison, in most previous reioniza-
tion simulations the radiation transport was carried out 
on an external and often uniform grid superimposed on 
the cosmological simulation. The use of an external (uni-
form) grid typically implies a substantial reduction in dy-
namic range in comparison with the underlying spatially 
adaptive gas simulation and impedes the coupling of the 
radiation and the dynamics of the gas. In fact, because of 
the large computational expense, the gas dynamics has 
often been ignored altogether even in some of the most 
sophisticated works, assuming it traces that of the dark 
matter, thus preventing an accurate treatment of the 
feedback from photoionization heating. 

The Aurora simulations are designed to capture small-
scale structure in the ionized gas as well as the local radi-
ative impact of stars in the first galaxies in cosmological, 
representative volumes. Our reference simulation resolves 
all galaxies above the dwarf scale, the main drivers of 
reionization, in a box of size 35 comoving Mpc. This is ac-

companied by simulations in larger and smaller boxes and 
at higher and lower resolution to investigate numerical 
convergence. In other simulations we varied parameters to 
gain further insight in our results by comparison with the 
reference simulation. E.g., in some simulations we turned 
off photoheating to isolate the impact of this physical pro-
cess. All simulations were run on the Thin Nodes partition 
of the SuperMUC supercomputer at LRZ. In total, about 
2x30 million compute hours, awarded to us by the Gauss 
Centre for Supercomputing and by PRACE, were used. A 
typical simulation was run on 4096 cores over the course 
of several months and generated more than 10 Tb of data. 

The analysis of the simulations is still ongoing. Exciting 
initial results from Aurora include that the coupling of 
galaxy formation and reionization by photoheating is 
very strong, and that an accurate treatment of feedback 
from photoheating and supernovae is key to reproducing 
observable properties of the early universe [3]. The simula-
tions provide a rich source of information both for scien-
tists studying the first galaxies and their evolution and for 
scientists studying the reionization of the universe.
 
On-going Research / Outlook

Efficient access to SuperMUC, one of the largest existing 
supercomputers, has been critical to the success of the Au-
rora project. Future upgrades of SuperMUC will enable still 
larger and more comprehensive simulations than present-
ed here. Executing these simulations will require substan-
tial algorithmical changes to our simulation codes, both to 
incorporate additional physical processes and to take ad-
vantage of the new parallel computing architectures, such 
as MIC processors and GPUs. We look forward to actively 
engage in these new directions of computational research.
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Introduction

Neutron stars are the remnants of supernova explosions 
(the spectacular deaths of massive stars) and the most 
dense objects in the universe besides black holes. A typ-
ical neutron star concentrates more than the mass of 
the Sun within a radius of only around 10 km. Because 
of their extreme gravity a proper description of neutron 
stars requires Einstein’s theory of General Relativity. In-
vestigating neutron star properties can shed light on the 
behavior of matter at very high densities, which is not yet 
understood well by nuclear physics.

Two neutron stars can also bind together in a bina-
ry system, and orbit around each other for millions of 
years with a smaller and smaller separation. Eventu-
ally, the two merge together in an instant ( just a few 
milliseconds) resulting either in a black hole or in a 
rapidly rotating super-heavy neutron star, which can 
still collapse to a black hole later on. Binary neutron 
star mergers are among the most violent astrophysical 
events and can be observed in several ways. First, they 
emit gravitational waves, perturbations in the geome-
try of spacetime that propagate at the speed of light 
and manifest themselves, e.g., as tiny periodic changes 
in the distance between free-floating objects. Gravita-
tional wave emission is responsible for the decrease in 
orbital separation and becomes particularly strong to-
wards the end of the long inspiral phase and the time 
of merger. Several modern laser interferometers such as 
LIGO and Virgo are searching for those signals, and have 
reached a sensitivity that might allow to detect them 
from binary neutron star mergers occurring more than 
100 million light-years away. 

Moreover, mergers are the most likely scenario to ex-
plain the so-called short gamma ray bursts, which are 
powerful outburst of gamma rays originating in distant 
galaxies. According to the leading model, when the 
merger results in a black hole surrounded by a hot and 
massive accretion disk endowed with a strong magnet-
ic field, a powerful energy outflow can be generated, 
resulting in a burst of gamma-rays. Finally, the matter 

ejected during such mergers offers the extreme con-
ditions necessary to synthesize elements heavier than 
iron and, together with supernova explosions, seems to 
be the only explanation for the abundance of such ele-
ments in the universe.

In this project, we perform computer simulations of bi-
nary neutron star mergers, taking into account general 
relativity, magnetic fields, and different models for the 
description of very dense matter. We consider different 
masses and mass ratios of the neutron stars, as well as 
different initial configurations of their magnetic fields, 
and we predict gravitational wave emission and mass 
ejection. In addition, we investigate the conditions for 
the emission of short gamma-ray bursts.

General Relativistic Simulations of Binary 
Neutron Star Mergers1
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Figure 1: Typical merger event. The two neutron stars (drawn in white) 
spiral around each other (top left panel), touch (middle left), and merge 
into one heavy neutron star while ejecting debris matter (bottom left). 
Most of the ejected matter forms a torus orbiting around the remnant 
(right panels), while the rest escapes.
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Results and Methods

Our simulations were carried out using the Whisky code 
for general relativistic magneto-hydrodynamics [2] in 
conjunction with the publicly available McLachlan code 
for the evolution of the spacetime geometry (responsi-
ble for gravitational forces and gravitational waves). The 
code makes use of the Einstein Computational Toolkit 
[3], which provides MPI based parallelisation and mesh 
refinement. On top of that, our code uses OpenMP. A typ-
ical simulation runs on 1024-2048 cores for around 20 
days. So far, we evolved 15 different setups, resulting in 
around 100 TB of scientific data. 

Figure 1 shows snapshots for a merger that resulted in 
a long-lived heavy neutron star surrounded by a dense 
and thick accretion disk. This an interesting case for grav-
itational wave astronomy, since the signal carries also an 
imprint of the strongly oscillating remnant. Gravitational 
wave signals for all our simulations will be made available 
on our webpage [1]. We also investigate in detail the struc-
ture of long-lived remnants, their mass distribution and 
their rotation profile, which represents key information for 
the interpretation of future observations. For larger mass-
es, the merger remnant quickly collapses into a black hole. 
In this case, we investigate in detail the evolution of the 
magnetic field, in order to understand if the conditions 
support the formation of a relativistic jet, which can lead 
to a short gamma-ray burst. The magnetic field evolution 
is shown in Figure 2 for one of our models. Main features 
are the development of a strong toroidal field in the orbit-
al plane (see also Figure 3), followed by the emergence of a 
strong conical field at the edges of the accretion disk, with 
a structure that is reminiscent of a tornado.

More importantly, we find that the magnetic field 
emerging inside the open conical funnel is mainly radi-
ally oriented, as observed in earlier simulations of the 
same model with less sophisticated methods and low-
er resolutions, but it remains too weak to be compatible 
with the launch of a relativistic jet. In addition, we de-
termined for the first time the impact of using different 
orientations for the initial magnetic fields in the two 
neutron stars.

On-going Research / Outlook

Currently, we are running additional simulations to in-
vestigate additional models for the properties of dense 
matter. Furthermore, we are using remote visualization 
resources provided by LRZ to produce movies showing 3D 
visualizations of our simulations, which will be available 
soon on the webpage of our group [1]. One of the main 
challenges for our simulations is the fact that some im-
portant effects leading to magnetic field amplification 
happen on small length scales (compare Figure 3). This 
makes it very difficult to resolve them numerically. In or-
der to further improve the accuracy, we proposed a fol-
low-up study in which we will evolve one or more models 
with very high resolution and then use the results to cal-
ibrate a so-called sub-grid model [4], which is designed 
to capture the field amplification on scales not resolved 
with the lower, more affordable resolutions. Once cali-
brated, the sub-grid approach will allow to investigate a 
large number of models without the need for very high 
resolutions. 
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Figure 3: Distribution of magnetic field in a plane aligned with the 
rotation axis. The color intensity is proportional to the logarithmic field 
strength, while the color indicates the field orientation: red means up or 
down, green pointing in or out of the picture plane, blue means left or 
right. The white line marks the black hole horizon.

Figure 2: Development of the magnetic field. Top left panel: shortly 
after the merger, a short-lived neutron star (white) is surrounded by a 
relatively weak and unordered magnetic field. Top right: the star has 
collapsed to a black hole (red) and the field in the equatorial plane has 
become stronger. Bottom: a conical, tornado-shaped field is forming at 
a later stage.
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Introduction

In our research we investigate the formation and evo-
lution of molecular clouds by means of high-resolution 
zoom-in simulations of stratified galactic disks. The sim-
ulations are a follow-up of the work performed in the 
Large-Scale Gauss Project pr45si carried out on the gen-
eral purpose supercomputer SuperMuc, where the long-
term evolution of different galactic disks was modeled 
with significantly lower spatial resolution[1,2]. By zoom-
ing in with a smart adaptive mesh refinement technique, 
we center on individual molecular clouds while these are 
forming and evolving within a realistic environment. We 
thus can explore the impact of e.g. supernova explo-
sions on the clouds. In particular we are interested in the 
chemical evolution of the clouds as well as the internal 
dynamics and structure.

Results

In our work we have so far performed a number of simu-
lations on SUPERMUC. Each of the simulations required a 
computational time of a about 1 - 2 Mio. CPU-hours with 
a simultaneous use of up to 1000 CPUs per simulation. 
A few hundreds of files were produce for each simula-
tion requiring a disk space of about 20 TB in total. The 
simulations are performed with the hydrodynamics code 
FLASH[3] written in Fortran 90. The code solves the 3-di-
mensional, discretized magnetohydrodynamical equa-
tions on a Cartesian grid. 

Making use of the adaptive-mesh-refinement (AMR) 
technique, only those regions which are of particular 
interest for us are resolved with the highest possible 
spatial resolution whereas other regions of minor inter-
est are resolved more coarsely. This significantly reduces 
the number of calculations to be performed and hence 
the computational time required, thus allowing us to 
perform the simulations over long physical timescales. 
Furthermore, we use a chemical network designed for 
astrophysical problems which allows us to model the 
formation of molecular hydrogen and CO, and non-equi-
librium cooling and heating effects.

Initial conditions
The simulations we carry out follow the evolution of the 
multi-phase ISM in a (500 pc)2 x ± 5 kpc region of a galac-
tic disk, with a gas surface density of 10 Msun/pc2. We in-
clude an external potential, self-gravity, magnetic fields, 
heating and radiative cooling, as well as time-dependent 
chemistry. We explore SN explosions at different rates in 
located either in high-density regions, in random loca-
tions, in a combination of both, or clustered in space and 
time. We select zoom-in regions from these runs where 
we know that molecular clouds are forming and follow 
their evolution with a significantly higher spatial resolu-
tion of 0.06 pc.

Structure of molecular clouds
We first would like to point out that we are still at the 
start of analyzing the simulation data, which is why the 
results presented here are only preliminary.

We investigate the formation of a couple of molecular 
clouds in our simulations. In Fig. 1 we show the projection 
of two clouds formed. Even from these simple projection 
a couple of interesting results emerge. First, the clouds in-
vestigated are far off from a spherically symmetric struc-
ture but rather show a highly fragmented and filamenta-
ry shape. It appears also that the individual clouds show 
large morphological differences between each other.

The fragmentary and filamentary structure is also re-
flected by the so-called fractal dimension of these 
clouds. The fractal dimension describes how volume-fill-
ing a structure is: a homogeneous medium would have a 
fractal dimension of 3, a sheet-like structure 2, and a thin 
string-like filament a fractal dimension of 1. By analyzing 
the individual molecular clouds we find that in general 
the clouds tend to have a fractal dimension around 2.5, 
which is in excellent agreement with actually observed 
molecular clouds. 

Time evolution
We also analyze the time evolution of global properties 
of the clouds. In general we find that the cloud masses 
increase over time reaching masses up to about 100 000 

Simulating the formation, evolution,  
and merging of molecular clouds1
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Msun. Moreover, we find the cloud radii – which we com-
pute from the occupied volume under the assumption of 
spherical symmetry – to be in the range of about 10 par-
sec. These values are in accordance with typical observed 
clouds in the Milky Way.

An interesting results from the analysis done so far, ar-
rives from the comparison of global cloud properties 
derived from projected data (see Fig. 1) or when using 
the full 3D information present in the simulation data. 
In general we find that depending on the method (2D 
vs 3D) as well as on the angle under which the cloud is 
observed, even basic quantities like the mass and radius 
can differ quite significantly.

Dynamics of molecular clouds
It is a long-standing debate in which state observed mo-
lecular cloud are. Are they gravitationally bound or un-
bound, are the collapsing and how strong are the inter-
nal turbulent motions. With the present simulations we 
can investigate these question in detail.

In Fig. 2 we investigate the evolution of the ratio of tur-
bulent to gravitational energy in the molecular cloud 
shown in the right panel of Fig. 1. It can be seen that the 
ratio is in general somewhat larger than 1, thus the cloud 
appears to be only marginally gravitationally bound 
which is in agreement with recent observations.

On-going Research / Outlook

For our future research we intend to study the evolution 
of further molecular clouds. In particular we will focus 
on the impact of magnetic fields not discussed here so 
far. This will require further large amounts of computing 
power in the future. 
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Figure 1: Projection of two molecular, star forming clouds in our simulations. The color reflects the column density of the gas.

Figure 2: Time evolution of the ratio of kinetic to gravitational energy 
in one of our simulated molecular clouds (see right panel of Fig. 1 for a 
graphical representation of the cloud at t = 10 Myr)
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Introduction

Within modern cosmology, the Big Bang marks the be-
ginning of the universe and the creation of matter, space 
and time about 13.8 billion years ago. Since then, the vis-
ible structures of the cosmos have developed: billions 
of galaxies which bind gas, dust, stars and planets with 
gravity and host supermassive black holes in their cen-
tres. But how could these visible structures have formed 
from the universe’s initial conditions?

To answer this question, theoretical astrophysicists carry 
out large cosmological simulations. They transform our 
knowledge about the physical processes which drive the 
formation of our universe into models and simulate the 
resulting evolution of our universe across a large range 
of spacial scales and over billions of years. To be compa-
rable to ongoing and future cosmological surveys, such 
theoretical models have to cover very large volumes, es-
pecially to host the rarest, most massive galaxy clusters 
expected to be the lighthouses of structure formation 
detectable already at early times (e.g. at high redshifts). 
While the Universe makes its transition from dark mat-
ter dominated to dark energy dominated (i.e. accelerated 
expansion), the objects which form within it make their 
transition from young, dynamically active and star for-
mation driven systems to more relaxed and equilibrat-

Resolution [NParticles] Medium High Ultra high Extremely high
Box 0  [2688 Mpc/h] 3 2 x 45363

Box 1  [896 Mpc/h] 3 2 x 15363

Box 2b  [640 Mpc/h] 3 2 x 28803

Box 2  [352 Mpc/h] 3 2 x 5943 2 x 15843

Box 3  [128 Mpc/h] 3 2 x 5763 2 x 5763 2 x 15363

Box 4  [48 Mpc/h] 3 2 x 813 2 x 5763 2 x 5763

Box 5  [18 Mpc/h] 3 2 x 813 2 x 2163 2 x 5763

ed systems observed at late time (e.g. low redshifts). 
Especially here theoretical models in form of complex, 
hydrodynamical cosmological simulations are needed to 
disentangle the internal evolution of clusters of galaxies 
with respect to the evolution of the cosmological back-
ground. Such simulations will be essential to interpret 
the outstanding discoveries expected from cosmological 
surveys.

In cooperation with experts of the Excellence Cluster 
Universe’s data centre C2PAP and of LRZ, the world’s most 
elaborated cosmological simulation of the evolution 
of our universe was accomplished. The most compre-
hensive simulation within the Magneticum Pathfinder 
project pursues the development of a record number of 
180 billion tiny spatial elements – each representing the 
detailed properties of the universe and containing about 
500 bytes of information – in a previously unreached 
spatial length scale of 12.5 billion light years (see table 1). 

Results and Challenges

To perform such simulations, we incorporated a variety 
of physical processes in the calculations, among them 
three are considered particularly important for the de-
velopment of the visible universe: first, the condensation 
of matter into stars, second, their further evolution when 

Magneticum Pathfinder: The simulation of the  
evolution of the universe in an unmatched precision1
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Table 1: Overall Magneticum Pathfinder simulation set listed by box size (volume) and resolution (number of particles). The gray shaded simulations 
where performed within previous simulation campaigns, whereas the two largest simulations emphasized by the orange shaded entries, are added 
by this project.
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the surrounding matter is heated by stellar winds and 
supernova explosions and enriched with chemical ele-
ments, and third, the feedback of super-massive black 
holes that eject enormous amounts of energy into the 
universe. 

For the first time, these numerous characteristics of 
the simulations performed (see figure 1 and 2) make it 
possible to compare cosmological simulations in detail 
with large-scale astronomical surveys. Astronomical 
surveys from space telescopes like Planck or Hubble 
observe a large segment of the visible universe while 
sophisticated simulations so far could only model very 
small parts of the universe, making a direct compari-
son virtually impossible. Thus, Magneticum Pathfinder 
marks the beginning of a new era in computer-based 
cosmology.

This achievement is preceded by more than ten years 
of research and development accompanied through 
support by HPC centers, especially experts from the 
Leibniz Supercomputing Centre (LRZ) of the Bavarian 
Academy of Sciences. One of the biggest challenges 
for such a complex problem is to find the right bal-
ance between optimizing the simulation code and the 
development of the astrophysical modeling. While the 
code permanently needs to be adjusted to changing 
technologies and new hardware, the underlying mod-
els need to be improved by including better or addi-
tional descriptions of the physical processes that form 
our visible universe.

Figure 1: Visualization of the large scale distribution of the gas and stellar component within Box0 at the end of the simulation, zooming onto the 
most massive galaxy cluster, where individual galaxies gets visible, see Magneticum web page [1].

To perform these largest simulations of the Magneticum 
Pathfinder project took about two years, including initial 
preparation and testing works. The research group was 
supported by the physicists of the data centre C2PAP 
which is operated by the Excellence Cluster Universe and 
located at the LRZ. Within the framework of several one-
week workshops, the Magneticum Pathfinder team got 
the opportunity to use the LRZ’s entire highest-perfor-
mance supercomputer SuperMUC for its simulation. 

Overall, the Magneticum Pathfinder simulation of Box0 
utilized all 86,016 computing cores and the complete us-
able main memory – about 155 out of a total of 194 ter-
abytes – of the expansion stage “Phase 2” of the Super-
MUC which was put into operation last year. The entire 
simulation required 25 million CPU hours and generated 
320 terabytes of scientific data.

On-going Research / Outlook

The Magneticum research collaboration will continue to 
analyze the large amount of data produced within this 
project, see for example [2], [3], [4], [5] and [6]. Further-
more, these data will be made available for interested 
researchers worldwide via a public web service, which is 
currently already in the testing phase. The Munich-based 
astrophysicists are already engaged in further projects: 
Among others, Klaus Dolag is currently collaborating 
with scientists from the Planck collaboration to compare 
observations of the Planck satellite with the results of 
the Magneticum simulations.
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Figure 2: The shown region of Box2b/hr spans a total size of ~900 Mpc. 
Shown is the gas which fills the space between the galaxies (color 
coded according to its temperature from cold/brown to hot/light blue) 
together with the galaxies and stars forming in the simulation (colored 
in white). The zoom onto the galaxy clusters revile the ability of this 
simulation to resolve up to thousands of individual member galaxies 
within massive clusters, each resolved with hundreds up to even ten 
thousands of stellar particles. In the smaller simulation volumes, as the 
example of Box4/uhr shows, the resolution is finally large enough that 
the morphology of galaxies can be resolved within the simulations, re-
producing the two observed, fundamental galaxy types in our universe, 
elliptical and spiral galaxies.
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Introduction

This project aims at a breakthrough in our understand-
ing of the solar chromosphere by developing sophisti-
cated radiation-magnetohydrodynamic simulations in 
order to interpret observations from the NASA SMEX 
mission Interface Region Imaging Spectrograph (IRIS) 
that was launched in June 2013.

The enigmatic chromosphere is the transition between 
the solar surface and the eruptive outer solar atmos-
phere. The chromosphere harbours and constrains the 
mass and energy loading processes that define the heat-

ing of the corona, the acceleration and the composition 
of the solar wind, and the energetics and triggering of 
solar outbursts (filament eruptions, flares, coronal mass 
ejections) that govern near-Earth space weather and af-
fect mankind’s technological environment.

Small-scale MHD processes play a pivotal role in defin-
ing the intricate fine structure and enormous dynam-
ics of the chromosphere, controlling a reservoir of mass 
and energy much in excess of what is sent up into the 
corona. This project targets the intrinsic physics of the 
chromosphere in order to understand its mass and ener-
gy budgets and transfer mechanisms. Elucidating these 

Figure 1. Solar convection shown 
as vertical velocity (bright is 
downflow) at the visible surface 
showing that increasing the 
resolution from a grid size of 48 
km to 3 km dramatically increases 
the small scale structure. This 
has a corresponding effect on 
how the convective energy can 
be transported to the outer solar 
atmosphere. The region shown 
is about half the diameter of the 
Earth on the side.
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is a principal quest of solar physics, a necessary step 
towards better space-weather prediction, and of inter-
est to general astrophysics using the Sun as a close-up 
Rosetta-Stone star and to plasma physics using the Sun 
and heliosphere as a nearby laboratory.

Our group is world-leading in modelling the solar at-
mosphere as one system; from the convection zone 
where the motions feed energy into the magnetic field 
and all the way to the corona where the release of mag-
netic energy is more or less violent. The computational 
challenge is both in simplifying the complex physics 
without loosing the main properties and in treating a 
large enough volume to encompass the large chromo-

spheric structures with enough resolution to capture 
the dynamics of the system. We have developed a mas-
sively parallel code, called Bifrost, to tackle this chal-
lenge. The resulting simulations are very time-consum-
ing but crucial for the understanding of the magnetic 
outer atmosphere of the Sun.

Results and Methods

The models are constructed by using the Bifrost code 
developed by us [2]. The core of this code employs a 
high-order (6th order derivatives, 5th order interpola-
tions) finite difference scheme on a staggered grid that 
includes high-order artificial viscosity and resistivity 

Figure 2: the Sun as viewed in a narrow band filter showing light emitted in the solar chromosphere at a temperature of about 10,000 Kelvin. The 
synthetic image is derived from numerical simulations that reveal how the Sun’s magnetic field structures its atmosphere on fine scales. The region 
shown is twice as large as the Earth on the side.

1
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(“hyper-diffusion”) in order to maintain numerical stabil-
ity on a grid of finite resolution. These terms are also the 
source of magnetic and viscous heating. The equations 
are stepped forward in time using either the third order 
predictor-corrector procedure of Hyman, modified for 
variable time steps, or a third order Runga-Kutta scheme. 
When modeling the solar atmosphere the code is usually 
set up with periodic boundary conditions in the horizon-
tal directions and characteristic boundaries in the verti-
cal direction, such that the flux of energy and mass into 
and out of the computational domain can be controlled. 
The code is built up in a modular fashion, a number of 
extra modules are included in order to model the solar 
atmosphere as realistically as possible: Non-gray, opti-
cally thick radiative losses including the effects of scat-
tering in the chromosphere are included, as are non-LTE 
radiative losses in the chromosphere, optically thin radi-
ative losses in the upper chromosphere and corona and 
thermal conduction along the magnetic field lines in the 
corona. We include a realistic equation of state including 
partial ionization

Earlier chromospheric simulations performed by our 
group indicate that the numerical resolution is a criti-
cal factor for the quantitative behavior of the simulated 
chromospheric plasma. 

In this project we have concentrated on one simula-
tion encompassing a computational volume on the 
Sun of 6x6x3 Mm3 at much higher resolution (3 km 
grid-size in a 2048x2048x512 box compared with the 
16 km resolution in earlier simulations). This simula-
tion shows that higher numerical resolution allows for 
more dynamical events in the simulated volume. These 
more dynamic events are closer to the observed be-
havior than was the case in previous simulations. The 
increased resolution allows for more vorticity in the 
narrow downdrafts in the solar convection leading to 
both torsional waves entering the upper atmosphere 
and increased winding of flux-tubes. The simulation 
was run on 8192 cores and used 30 M core hours. To-
wards the end of the allocation, the upper atmosphere 
was added to the box (extending it to 1628 points). We 
have started on the analysis of the energy balance in 
the simulation with special focus of the heating of the 
magnetic chromosphere.

On-going Research / Outlook

Thanks to the SuperMUC project we have been able to 
perform simulations of the solar chromosphere with 
twice the spatial resolution of our previous highest res-
olution models. To finish the simulations in a reasonable 
time (6-8 months) we need to run on more cores (8192) 
than is available to us through our national resources 
(now maximum 4096 cores). After the analysis of the 
energy balance in the magnetic chromosphere in the 
current simulation we will study the most promising 
magnetic field configurations from lower resolution sim-
ulations with similar high resolution as the SuperMUC 
simulation. We will also make simulations for larger com-
putational domains including a full solar active region. 
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SuperCAST: Simulating the Universe 

Figure 1: The observed angular power spectrum at 150 GHz of the CMB 
from PLANCK (red data points) and SPT (pink data points, with only the 
primary signal subtracted). The black solid line shows the thermal SZ 
signal obtained from our simulation assuming CMB cosmology. The 
light blue solid line shows the analytic prediction assuming the mass 
function from Bocquet et al. (2015), while the dashed line uses the mass 
function from Tinker et al. (2008). The inlay shows the build up (solid 
lines) of the mean Compton Y parameter with declining redshift and 
the contribution of halos with different mass to it (color coded). 

1 Research Institution
Universitäts-Sternwarte, Fakultät für Physik, Ludwig-Maximilians Universität München
Principal Investigator
Klaus Dolag
Researchers
Christian Alig, Alexander Arth, Alexander Beck, Andreas Burkert, Rhea-Silvia Remus, Lisa Steinborn, Jens Stücker(*), 
Adelheid Teklu
Project Partners
Computational Center for Particle and Astrophysics, Excellence Cluster Universe

SuperMUC Project ID: pr86re

Introduction

It is now well accepted that the observed structure of our 
universe is best reproduced in the presence of cold dark 
matter and dark energy, within the framework of LCDM 
cosmology, in which structures form in a hierarchical bot-
tom up fashion. In such hierarchical picture of structure 
formation, small objects collapse first and then merge in 
a complex manner to form larger and larger structures. 
Astronomical instruments nowadays have opened the 
so-called era of precision cosmology, in which we need 
to understand the formation of structures in the uni-
verse with high precision, e.g. it requires that we under-
stand the complex, non-gravitational, physical processes 
which determine the evolution of the cosmic baryons. 
The evolution of each of the underlying building blocks 
– where the baryons fall into the potential well of the 
underlying dark matter distribution, cool, and finally con-
dense to form stars – within the hierarchical formation 
scenario will contribute to the state and composition 
of the inter-galactic and intra-cluster media (IGM and 
ICM, respectively), and is responsible for energy and met-
al feedback, magnetic fields, and high-energy particles. 
Depending on their origin, these components will be 
blown out by jets, winds or ram pressure effects and fi-
nally mix with the surrounding IGM/ICM. Some of these 
effects will be naturally followed within hydrodynamic 
simulations (like ram pressure effects), others have to be 
included in simulations via effective models (like star for-
mation and related feedback and chemical enrichment 
by supernovae). Further components like black holes and 
their related AGN feedback need additional modeling of 
their formation and evolution processes, and must also 
be self consistently coupled with the hydrodynamics.

SuperCAST

Research in the Computational Astrophysics Group 
(CAST) at the University Observatory Munich ranges 
from the theoretical investigation of star formation to 
studies of processes on cosmological scales. A variety 
of different, well known numerical codes (like RAMSES, 
GADGET, PLUTO, SEREN) are used. Primary investiga-
tions regard the relation between turbulence and phase 
transitions in the multiphase interstellar medium (ISM), 

energetic feedback processes, molecular cloud and star 
formation in galaxies as well as cosmological structure 
and galaxy formation and the interplay between feed-
back processes, AGN and galaxy evolution and their im-
print on the intergalactic medium (IGM) or intercluster 
medium (ICM). It is now clear that small-scale processes 
like the condensation of molecular clouds into stars and 
large-scale processes like gas infall from the cosmic web 
into galaxies are intimately coupled and have to be in-
vestigated in a concerted effort. The various projects cov-
er a link between the various scales and contribute to our 
understanding of crucial aspects of the formation and 
evolution of central black holes and AGNs [1,2], star-form-
ing regions and the ISM, galaxies and their IGM [3,4], gal-
axy clusters and the ICM [5,6,7,8] as well the large scale 
structures in the universe [9,10,11]. It also drives the con-
tinuous effort to develop and to apply new numerical 
methods and the next generation of multi-scale codes 
within the framework of numerical astrophysics within 
our group of students and young Post-Docs.
 
Simulating the Universe
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Recent observations by PLANCK revealed a tension be-
tween the cosmological parameters inferred from the 
primary cosmic microwave background (CMB) power 
spectrum and the cosmological parameters inferred 
from the secondary signal of galaxy clusters, which leave 
their imprint in form of the so called Sunyaev-Zel’dovich 
(SZ) effect on the CMB. We demonstrate that assuming 
cosmological parameters inferred from the CMB, the 
thermal SZ power spectrum as observed by PLANCK 
is well matched by the deep light-cones constructed 
from our set of cosmological hydrodynamic simulations 
(Magneticum). The thermal SZ prediction from the full SZ 
maps are significantly exceeding previous templates at 
large multipoles l (e.g., l > 1000 ) and therefore predict a 
significantly larger contribution to the signal at l = 3000 
compared to previous findings. The excess of positive val-
ues within the probability distribution of the thermal SZ 
signal within the simulated light-cone agrees with the 
one seen by PLANCK. This excess signal follows a power 
law shape with an index of roughly -3.2. The bulk of the 
thermal SZ signal originates from clusters and groups 
which form between z = 0 and z ≈ 2 where at high red-
shift (z > 1 ) significant part of the signal originates from 
proto-cluster regions which are not yet virialized. The 
simulation predicts a mean fluctuating Compton Y value 
of 1 .18 x 10-6, with a remaining contribution of almost 
5 x 10-7 when removing contribution from halos above a 
virial mass of 1013M /h. [11].

The Quest for FRBs

Fast radio bursts (FRBs) are a newly identified and 
as-yet-unexplained class of transient objects. The ten 
currently known FRBs in the literature are character-
ized by short (~ ms), bright (> 1 Jansky) bursts of radio 

emission; none have been seen to repeat, and all but two 
occurred at high Galactic latitude, |b| > 20°. The implied 
all-sky event rate is enormous, around 10000 per day. The 
radio signals from FRBs experience a frequency-depend-
ent dispersion delay as they propagate through ionized 
gas, just as is routinely seen for radio pulsars. However, 
for most observed FRBs, the very high dispersion meas-
ures (DMs), in the range 400-1100 pc cm-3, are more than 
an order of magnitude larger than the DM contribution 
expected from the interstellar medium (ISM) of the Milky 
Way in these directions. We have used the Magneticum 
set of cosmological hydrodynamic simulations to inves-
tigate the contribution from cosmological large-scale 
structure and found that the foreground-subtracted 
DMs are consistent with a cosmological origin, corre-
sponding to a source population observable to a maxi-
mum redshift z ≈ 0.6-0.9. We considered models for the 
spatial distribution of FRBs in which they are randomly 
distributed in the Universe, track the star-formation rate 
of their host galaxies, track total stellar mass, or require 
a central supermassive black hole. Current data do not 
discriminate between these possibilities, but the pre-
dicted DM distributions for different models will differ 
considerably once we begin detecting FRBs at higher 
DMs and higher redshifts. We additionally consider the 
distribution of FRB fluences, and showed that the obser-
vations are consistent with FRBs being standard candles, 
each burst producing the same radiated isotropic ener-
gy. The data imply a constant isotropic burst energy of ≈  
7 x 1040 erg if FRBs are embedded in host galaxies, or ≈ 
9 x 1040 erg if FRBs are randomly distributed. These en-
ergies are one to two orders of magnitudes larger than 
had previously been inferred. Within the constraints of 
the available small sample of data, our analysis favors 
FRB mechanisms for which the isotropic radiated energy 
has a narrow distribution in excess of 1040 erg [9].

Accretion and star-formation in a Galaxy

We conduct high resolution simulations of self-regulated 
isolated Galactic Discs. Galaxies form stars from a reser-

Figure 2: Shown is a visualization of the baryonic matter distribution of 
a large, cosmological box. The inlay shows the inferred DM distribution 
of sources originating at different redshifts with observations. The 
simulations match the observations for a redshift around 1.

Figure 3: Shown is the logarithmic column density of a galactic disk 
with a high infall rate of 250 solar masses per year at 100 Myrs into 
the simulation.
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voir of cold molecular gas. For star formation to continue, 
this reservoir has to be fueled with extragalactic materi-
al or else the gas depletion stalls star formation. In this 
project we use the Smoothed Particle Hydrodynamics 
(SPH) code GADGET3 to simulate a spiral galaxy that is 
constantly fed with new gas at a given rate. This feeding 
naturally occurs in cosmological simulations. However, 
due to the large scales considered in cosmological simu-
lations individual galaxies are rather poorly resolved.

Our simulations combine the effect of the large scale gas 
infall together with the ability to resolve the galaxy in 
much greater detail. This allows us to study the impact 
of external feeding on the evolution of the galaxy. It is 
possible to trace the position of the accreted gas and 
follow the spread throughout the disc. Simulating differ-
ent types of infall will help us to better understand the 
impact of feeding and distinguish between the effects 
caused by feeding. Also, the impact on star-formation 
can be studied, which according to theory should adjust 
to the accretion rate in order to achieve equilibrium. A 
simple star-formation feedback model allows us to study 
the formation and destruction of structure inside the 
disc. The large amount of produced data can also be used 
for future student projects.

Warm Dark Matter Simulations

For simulations that exhibit a thermal cutoff in the pow-
er spectrum, the standard N-Body technique suffers from 
the fragmentation of filaments into artificial haloes. 
This problem does not appear if the softening ε is cho-
sen similar to the mean particle separation d. However, 
such simulations suffer from far to low force-resolution. 
We develop the new simulation technique anisotropic 
softening. Anisotropic softening is based on the poten-
tial of an ellipsoidal density distribution with Epanech-
nikov-kernel which is evaluated for every softened pair 
interaction. The ellipsoids are reshaped according to the 
distortion tensor which follows the deformations of an 
infinitesimal volume element around each simulation 
particle (Vogelsberger et al., 2008). Using anisotropic 
softening we can match mass- and force-resolution pre-
cisely also in situations of highly anisotropic collapse, 
and thereby avoid artificial fragmentation while keeping 
the force resolution high [12](*).
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Figure 4: Phase-space diagrams of the antisymmetrically perturbed 
plane wave (Valinia 1997) at a=0.5 for different numerical setups. By 
ɛ we denote the softening and by d the mean particle separation. Top 
Left: Standard N-Body with 323 particles and ɛ ≈ 2d: The force resolution 
is insufficient to follow the distortions of the dark matter sheet. 
Bottom Left: Standard N-Body with 323 particles and ɛ ≈ 0.2d: The force 
resolution is higher than the mass resolution. The sheet gets destroyed 
by two-body collisions which leads to the formation of artificial haloes 
along the z-axis. Top right: high resolution 1283 N-Body with ɛ ≈ 2d. 
Bottom right: Anisotropic softening for 323 particles and ɛ0 ≈ 2d. By 
adapting the softening to the distortions of the sheet, anisotropic 
softening resolves all forces correctly without any two-body scattering. 
It is converged already at 64 times less particles than the case on the 
upper right [12](*).
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Introduction

Due to the AWAKE project at CERN there is a great in-
terest in proton driven wakefield generation, as they are 
considered to be a promising way of accelerating elec-
trons to the TeV scale. This is investigated using carefully 
planned Particle-In-Cell (PIC) simulations at the cutting 
edge of high performance computing technology. At the 
same time the ELI-NP project is gaining momentum. ELI-
NP promises to become an ultra-high field laser facility 
where novel high-field experiments can be carried out. 
Also in this project the interaction of short and ultra-in-
tense laser pulses with ultra-thin foils and nano tar-
gets in cooperation with J. Schreiber and L. Veisz at the 
Max Planck Institute of Quantum Optics is studied. The 
resulting generation of fast particles in the MeV up to 
GeV range as well as strong electro-magnetic radiation 
can be employed in fundamental science and medical 
applications. The facility ELI and the AWAKE project at 
CERN have budgets of about €1B and €15M, respectively. 
In both cases a detailed understanding of the expected 
physics, backed up by in-silico experiments, is needed 
and can strongly increase the return on the investment. 
Further results in laser driven proton acceleration can 

Figure 1: Visualization of the 450 GeV ion beam (green) inside the  
plasma (2D slice) and the accelerated electron witness beam  
(red/yellow). After 5m micro-bunching and a strong wakefield  
(black/white pits) is clearly visible.

Figure 2: The maximum acceleration field of two runs, resolved differ-
ently, clearly demonstrating the need for high resolutions.

potentially help to cut costs in the order of €100M for 
cancer therapy centers by a factor of ten.

Results and Methods

The Plasma-Simulation-Code (PSC) is a general purpose 
framework to solve the extended Maxwell-Vlasov-Boltz-
mann system of equations via the PIC approach [1]. Re-
cent extensions comprise the self-field effects of radi-
ation and electron-positron pair production in strong 
fields. The original FORTRAN version evolved to a mod-
ern modularized C simulation framework supporting 
bindings to FORTRAN as well as C/CUDA and features 
selectable field and particle pushers. The PIC approach 
is well-known for its good scaling capability via configu-
ration space parallelization. A Hilbert-Peano space filling 
curve is used for efficient, dynamic and adaptive load and 
memory balancing allowing for complex and dynamic 
geometries.

AWAKE
In the AWAKE project the interaction of a 450 GeV pro-
ton beam of the SPS pre-accelerator at CERN with a 10 
m long plasma is studied (Fig. 1). The required resolution 
is on the µm scale and therefore 735 billion grid cells are 
necessary (Fig. 3). Moving window technology allows for 
reducing the active memory footprint and the costs to 



67

Advanced accelerator concepts for strong field interaction simulated with the Plasma-Simulation-Code

about 3% of the total simulation, but it still takes several 
weeks on a large fraction of SuperMUC. A minimum of 10 
full output steps produce around 300 TB. We were able to 
demonstrate via a full 3D kinetic simulation that a max-
imum acceleration field of 700 MV is generated (Fig. 2), 
in accordance with 2D cylindrically symmetric codes [3], 
and therefore showing that PIC represents the physics 
correctly while opening research possibilities to impor-
tant effects like beam filamentation.

Ultra-thin foils and nano targets
This project part aims for new particle as well as light 
sources. To produce atto-second X-ray pulses (AXP) via 
high harmonic generation (Fig. 3) of few cycle laser puls-
es enormous resolutions are necessary. E.g. the main 
simulation requires 2 nm resolution for a (16 µm)3 box. 
Therefore 512 billion simultaneous grid cells (half a tril-
lion) are necessary, that need up to 120 TB of main mem-
ory. The simulation took 30 hours on 16 islands (131.072 
cores) of SuperMUC phase 1, i.e. four million core hours. 
Despite heavy inline data reduction still 100 TB of output 
data were generated and the frequent checkpoints of 30 
TB were written with 105GB/s average I/O-throughput.

For Ion acceleration low emittance and high conversion 
efficiency from laser energy to fast ions are desirable. As 
the focus is not to resolve the electro-magnetic high har-
monics, lower resolutions and therefore 105 core hours 
per shot are sufficient to cover the relevant physics. 

Figure 3: A 3D visualization of a pre-
liminary simulation for an ultra thin 
foil interacting with a short pulse 
laser. The circularly polarized plane 
wave laser (1025 W⁄m2 , 2 cycles) 
passed the foil. In the reflected light 
(blue-red), the longitudinal oscilla-
tion of electron sheets (green-red) 
created a multi-layer-structured 
modulation giving rise to very short 
pulses of high frequency circularly 
polarized laser light (AXP). Ion back-
ground colored in black and white.

Figure 4: Polystyrene platelet irradiated by a relativistic laser pulse  
(20 cycles). Shown are the displacement of the electrons by the laser 
and the highly directed subsequent coulomb explosion of the ions.

The removal of electrons in the form of fs-bunches was 
studied as well as the subsequent Coulomb explosion, 
producing fast ions (up to 90 MeV for protons, 120 MeV 
for carbon, Fig. 4) with a very directed angular distribu-
tion. However, to develop better experimental designs a 
larger series of runs was carried out. Each run used 7168 
cores for 12 hours and 5-10 TB disk space.

On-going Research / Outlook

Since the installation of SuperMUC phase 2 the 9216 
nodes of phase 1 are more easily available for large 
scale runs allowing for the thin foil and AWAKE simula-
tions. Besides phase 2 could be used in parallel for high 
throughput of the ion acceleration simulations.

Challenging to our project were the full-volume check-
points required by PIC that strained the I/O-subsystem 
of SuperMUC to its limits. New approaches considered 
for the next generation system, like burst buffers could 
overcome this bottleneck. Additionally, as the FDTD solv-
er in PIC is strongly bandwidth bound, PSC will benefit 
profoundly from high-bandwidth memory (HBM) that 
most likely will be available in future HPC machines. This 
will be of great advantage as in 2018 phase II of AWAKE 
should begin, with a longer plasma channel further in-
creasing the need for additional computing resources. 

Last but not least, it is expected that our methods used 
in plasma physics (many body interaction with radiation) 
will be more and more adapted for medical diagnostics 
and treatments. For this research field we expect centim-
eter sized volumes with necessary resolutions of tens of 
micro meters resulting in boxes of >1012 voxels (100-200 
TB) on a regular basis. In consequence the demand for 
computing time and especially for data storage and data 
handling capacities will also increase significantly.
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Introduction

Relativistic electron-positron pair plasmas are tightly 
related to extreme astrophysical objects such as pulsar 
magnetospheres or gamma-ray bursts. Due to the in-
herent difficulties of studying these remote objects it is 
extremely desirable to study dense pair plasmas in the 
laboratory, both for fundamental purposes and astro-
physical applications. The recent spectacular rise in laser 
intensities accompanied by the ongoing construction of 
new laser facilities such as ELI [1] or the Vulcan 20 PW will 
place intensities above 1023W/cm2 within reach. The mag-
nitude of these lasers electromagnetic fields overlaps 
with the estimated fields of milliseconds pulsars. Produc-
ing pair plasmas in ultra strong fields may demonstrate 
that we can mimic the conditions appropriate to these 
astrophysical environments in terrestrial laboratories. 
The pair creation in such energy density environments is 
caused by the decay of gamma rays in intense fields. This 
process usually leads to quantum electrodynamics (QED) 
cascades, as the pairs created re-emit hard photons that 
decay anew in pairs, eventually resulting in electron-pos-
itron-photon plasmas.

It is known that the radiation emitted by relativistic par-
ticles can change in the presence of sufficiently strong 
fields. Quantum effects then start to play a role and 

Figure 1: 3D simulation of a 2-lasers QED cascade showing the electric 
field lines and the pairs and photons

emission of hard photons becomes significant at fields 
on the order of the Schwinger field in the particle rest 
frame. With the aim of studying the change in the ra-
diation emission properties in the transition from the 
classical to the QED regime, we have incorporated quan-
tum corrections into the radiation spectrum calculation, 
which are due to the electron recoil. On the other hand, 
most advances regarding coherent light amplification 
are reached by exploiting a narrow set of fundamental 
laser properties. The orbital angular momentum (OAM) 
is a new fundamental degree of freedom that can be 
used to reach new laser-plasma interactions regimes.

Results

QED cascades with counter propagating laser pulses
Our work relies on a QED module, part of our PIC code 
OSIRIS 3.0, which includes real photon emission from an 
electron or a positron, and decay of photons into pairs. 
The exponential growth of the number of PIC particles 
in cascades is sorted out with the use of a novel parti-
cle-merging algorithm [2] that resamples the 6D phase 
space with different weighted macro-particles. A config-
uration was recently proposed, comprising two counter 
propagating laser pulses with some seed electrons in the 
interaction region to initiate the cascade. In fact, analyt-
ical predictions are difficult to achieve for such compli-
cated scenarios and the extreme multiplicity of pairs and 
photons in the cascade development requires tremen-
dous computational power to allow multi-dimensional 
simulations.

We studied the development of electron-positron cas-
cade shown in Fig.1 for 2 colliding laser as well as the 
laser absorption and the output radiation in the gam-
ma-ray range. The conditions to achieve substantial laser 
absorption were investigated and the main consequence 
is that the ratio between the absorption time and the 
pulse duration is the relevant parameter for the laser 
depletion. We also confirmed that the significant laser 
energy conversion to hard photons could be achieved at 
lower intensities than when using four colliding lasers 
instead of two. The different laser polarization directions 
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result in the variation on the field microstructure, that in 
turn changes the way the field interacts with the plasma. 
Consequently, the laser absorption levels vary according 
to the polarization direction, as well as the directions of 
dominant gamma-ray emission. Fig. 2 shows the electric 
field structure of a standing wave formed by 4 lasers as 
well as the shape of the density distribution of the creat-
ed plasma. A typical simulation box was 300.0 c/wp wide 
and 300.0 c/wp long, had 30 000 x 30 000 cells, and was 
followed for 30 000 iterations. This makes for approxi-
mately 0.5 million cpu hours for each 2D simulation of 
4-laser cascades performed with OSIRIS-QED.

Classical and quantum Radiation 
This quantum correction was introduced in our JRad 
post-processing tool and used to explore the effects of re-
coil in the radiation emission for very intense laser fields. 
Several scenarios close to the classical regime were stud-
ied in a setup where electrons were counter-propagating 
with a circularly polarized laser pulse and with a linearly 
polarized laser pulse. Using increasing intensities it was 
possible to observe the changes in the spectrum due to 
recoil and associated quantum corrections. An example 
of spectra obtained for such simulations is shown in Fig-
ure 3. It depicts the spectrum over a line for the collision 
between an ultra-relativistic electron and a circularly po-
larized laser. The trajectory was calculated including the 
radiation damping. Quantum corrections associated with 
the change in emission process lead to a reduction of en-
ergy radiated at higher frequencies. Furthermore, the total 
radiated energy from the detectors in the circularly polar-
ized case showed that only the inclusion of the quantum 
corrections would allow the total energy captured in the 
detector be consistent with the energy lost by the particle 
as measured from its trajectory. This indicates that in ad-
dition to the inclusion of radiation damping in the parti-
cle trajectory, quantum corrections need to be taken into 
account in the spectrum calculation to obtain consistent 

Figure 3: Left / right scattering spectra represent the results without / 
with quantum corrections.

papers to appear in Physical Review Letters (submitted) 
as a scientific result from this grant.
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results. Many simulations were performed for several dif-
ferent scenarios, with and without the corrections, with 
typical grid resolutions of 2000 x 98304 cells, few thou-
sands of cores and tens of hours. OSIRIS QED simulations 
were also performed for the same setups for comparison. 
The results were reported in [3]. 

We have performed 3D simulations that show that stim-
ulated Raman backscattering in plasmas can be used to 
generate and amplify orbital angular momentum lasers 
to petawatt intensities. Fig. 4 illustrates a laser pulse 
with orbital angular momentum after being Raman am-
plified in the plasma. These intense laser pulses could be 
used as a driver for compact plasma based accelerators, 
exciting nonlinear plasma waves suitable for positron 
acceleration. Typical simulations have box sizes with 
650x2400x2400 cells with up to 4 particles per cell. Each 
simulation requires more than 50000 time steps, requir-
ing 50,000-200,000 CPUhours to run in SuperMUC.

SuperMIC Intel Xeon Phi Cluster
We used this system to further our efforts on deploying the 
OSIRIS code on this architecture, focusing not only on algo-
rithm changes and single card performance but specifically 
on scalability using multiple cards in an MPI environment. 
Our benchmarks show code performance of ~ 600(2D) 
/ 300(3D) million particle pushes per second on a single 
board, and above 74% (strong)/ 94% (weak) scaling efficien-
cy up to 32 boards. Our tests also highlighted a bottleneck 
when writing simulation output, mainly due to the (well 
known) limitations of NFS access through the coprocessor 
OS, that we are currently working on overcoming to allow 
production work to be deployed on these systems. 

On-going Research / Outlook

SuperMUC enabled to make significant advances in pair 
plasma creation and radiation in the laboratory in con-
ditions for which analytical models are currently una-
vailable. We managed to perform very large simulations, 
which would not have been possible in smaller super-
computers. Besides publications in top journals (e.g. Na-
ture Communications) we also expect several additional 

Figure 2: 2D simu-
lations of a 4-lasers 
QED cascade show-
ing electric field 
vortices and pair 
density.

Figure 4: Illustration of a 3D Osiris simulation result showing the fields 
of a twisted laser pulse during (a) and after (b) the amplification. Then 
braided red-blue field structures are an indication of the orbital angular 
momentum of the laser.
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Introduction

Negligible greenhouse gas emis-
sions and high power density 
make thermonuclear fusion an 
attractive long-term energy 
solution. The progress to-
wards the significant ben-
efits has been hampered 
by challenging practical 
execution. Magnetically 
confined tokamaks repre-
sent the most mature fu-
sion energy technology at 
the moment. The cost and 
viability of a tokamak fusion 
reactor depend on the effi-
ciency of the magnetic confine-
ment, which is limited by energy 
losses. Applying sufficient external 
heating on the plasma can spontane-
ously increase the confinement performance 
of a tokamak by a factor of two. The sud-
den improvement in confinement is 
understood to be a product of the 
interplay between two funda-
mental phenomena: plasma 
turbulence and flows.

The research activities 
carried out on GCS super-
computer SuperMUC of 
LRZ Garching shed some 
light on the possible role 
of the radial derivative 
of a time-varying electric 
field in triggering this tran-
sition using the ELMFIRE 
turbulence simulation code 
[1,2] which investigates these 
phenomena with a so-called first 
principal computer model. This mod-
el tracks individual particles providing 

Figure 1: Poloidal cross section from a 
simulated plasma shows a) density fluc-

tuations and b) typical geodesic acoustic 
mode oscillations in potential.

information on the complex interplay be-
tween the magnetic field, the electric 

field and the particle trajectories. 
ELMFIRE is even more computa-

tionally demanding than other 
turbulence codes as it does 

not assume a Maxwellian 
distribution of particles but 
instead simulates the full 
distribution of electrons 
and ions. While this ap-
proach enables more real-
istic simulations especially 

near the plasma edge, a 
very large number of sim-

ulation particles is needed 
for good statistics. So far ex-

cellent results for the small FT-2 
tokamak have been obtained and 

the GCS supercomputing resources, 
made available through the Partnership 

for Advanced Computing in Europe (PRACE), 
were used to investigate phenomenology 

of confinement improvement in the 
mid-sized tokamak TEXTOR. 

Results

The main effort in the pro-
ject was a scan over local 
parameters like tempera-
ture and density starting 
from experimental Textor 
parameters [3]. Most of 
the runs were run with 

4096 cores as it was no-
ticed that scaling got worse 

after that. Each of the cases 
took about 400 000 CPUh (to-
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tal of 30 MCPUh was allocated for the project) and pro-
duced about 200 GB data of results and 120 temporary 
snapshot files, which were used to continue the runs. 
At the end of the project overall storage used was total-
ling up to 10TB of which 4TB was transferred to our local 
computer for future analysis.

Onset of turbulent transport and radial electric field, Er, 
oscillations with geodesic acoustic mode (GAM) char-
acteristics was observed when the radial density profile 
was steepened. Typical turbulent structures of density 
can be seen in Fig. 1a and structure of potential oscilla-
tion during the GAM can be seen in Fig. 1b. Analysis of 
the radial electric field dynamics was conducted for the 
steep density profile with dominating trapped electron 
mode turbulence. Scaling of radial electric field oscilla-
tions was studied while temperature, density, magnetic 
field, and ion species were varied. All of the simulations 
showed radial electric field oscillations with GAM char-
acteristics. Frequency and wavelength of the oscillations 
scaled similarly to theoretical estimates. Frequency val-
ues were generally higher than those given by the ana-
lytical estimate and no clear radial trends were obtained, 
possibly due to limited resolution. Wavelength increased 
roughly as a function of ion Larmor radius and temper-
ature gradient scale length, although the results were 
again constrained by grid size.

Different scalings were observed for GAM amplitude 
and radial propagation speed. In the simulations, both 
of these increased linearly as a function of tempera-
ture and temperature gradient. Moving from hydrogen 
to deuterium and tritium decreased radial propagation 
speed but produced an increase in the amplitude. Over-
all, the isotope effect of GAMs seemed to be weak com-
pared to the temperature dependency. Results indicate 
that collisionality could affect especially the amplitude 
of the oscillations.

In Fig. 2a, transport quantities can be seen to oscillate 
at GAM frequency in ELMFIRE simulations with evident 
geodesic acoustic mode activity. These modulations are 
visible in both particle and energy or heat fluxes as bal-
listically propagating avalanche-like structures and by 
extension similar oscillations naturally exist for density. 
A strong gradient in the middle of the simulation region 
drives the mean Er, dividing it to positive and negative 
Er shear regions which may explain the propagation of 
avalanches even though these structures are clearly as-
sociated with regular GAM oscillations shown in Fig. 2b 
and not intermittent avalanches. Part of the resources 
was also used to finish similar work for FT-2 [4]. 

From allocations we have received via others we have 
got excellent results for small (diameter d=1.1 m) FT-2 
tokamak including first ever multi-scale benchmark of 
gyrokinetic simulations to experimental measurements. 
With the present PRACE resources we are able to inves-
tigate phenomenology of confinement improvement in 
TEXTOR (d=3.5 m), which is one of the largest tokamaks 
in Europe. With PRACE resources our group is the only 
one in Europe which is able to do direct comparison of 

first principles simulations to multi-scale experimental 
data for a tokamak close to reactor relevant size. Present 
PRACE project is a highly important and necessary step 
on a way towards simulating ITER (d = 12 m).

On-going Research / Outlook

In ongoing simulations we have noticed that change 
phase angle between electric field and density oscilla-
tion may be important for changes in particle transport 
for different isotopes which could explain part of the 
so-called isotope-effect. Even the present database from 
the PRACE simulation (about 20 cases and some 4TB of 
data) can still be further explored for this as the 3D data 
for both electric field and density exists. After finishing 
the PRACE project the code has been updated to include 
scrape-off-layer (SOL) which has opened several possibil-
ities for future research.
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Introduction

Plasmas can sustain electric fields that can be orders of 
magnitude higher than material breakdown thresholds. 
Thus, even in the presence of extremely high electric 
fields, a plasma in an equilibrium will simply readjust in 
order to reach a new equilibrium state, without loosing 
any of its properties. This unique feature has been ex-
ploited towards the development of novel, more com-
pact, plasma-based accelerators and light sources. 

Plasma accelerators have the potential to either enhance 
or to assist conventional particle acceleration techniques 
towards the construction of increasingly powerful acceler-
ators. There are many university scale laboratories where 
plasma based acceleration experiments are routinely per-
formed, and several experiments are being planned in na-
tional and international facilities around the world. One 
of the most exciting of such projects is the proton driven 
plasma wakefield accelerator, currently under preparation 
at CERN. In this project, a long proton beam from the Su-
per-Proton Synchrotron will excite plasma waves that will 
be used to accelerate electrons to high energies. In order to 
realize this concept, a large collaboration has been set up, 
called the AWAKE collaboration [1]. AWAKE could be a first 
step towards a single stage plasma accelerator towards 
the energy frontier. A plasma based linear collider based 
on this scheme would also require the acceleration of pos-
itrons to ultra-relativistic speeds. Positron acceleration in 
plasmas, however, is challenging, and the ideal technique 
is still under discussion. A plasma based electron-positron 
collider could be used to study the most fundamental 
constituents of matter. Electrons and positrons co-propa-
gating in the plasma, on the other hand, could be used to 
recreate astrophysical scenarios in controlled laboratory 
settings. This can thus an exciting test bed to tackle some 
of the greatest questions in astrophysics, related to the 
generation and amplification of magnetic fields, and to 
the origin of gamma ray bursts.

In this report we will discuss our main contributions re-
lated to these topics. Our research was conducted using 
the massively parallel three-dimensional particle-in-cell 

(PIC) code Osiris [2], which fully exploited the tremen-
dous computing capabilities of SuperMUC.

Results

Towards stable proton driven plasma wakefield  
acceleration
In the AWAKE experiment, the plasma will turn the long 
proton bunch into in a sequence of smaller proton beam-
lets. Ensuring the stable propagation of these beamlets 
for arbitrarily long propagation distances is crucial for 
the success of AWAKE. We performed three-dimension-
al (3D) simulations of AWAKE relevant scenarios, which 
demonstrated a set of parameters where the (long) 
bunch dynamics could stabilized for very long propa-
gation distances (See Fig. 1 for an example simulation) 
[3]. Typical simulations ran for roughly 5x104 core-hours, 
pushing 6.4x108 particles for more than 2x105 time-steps. 

Astrophysics in a palm-top: large scale magnetic fields in 
a plasma accelerator
The proton driven plasma wakefield accelerator could 
also be geared towards the study of astrophysical sce-
narios. We have then performed 3D simulations that can 
be related with the origin and amplification of galactic or 
extra galactic magnetic fields in regimes that could also 
be attained in AWAKE relevant configurations. 

In collaboration with an experimental team at Labora-
toire d’Optique Appliquée, we found a new mechanism 
for the generation of large-scale, persistent magnetic 

Figure 1: 3D simulation of a stable 
fully self-modulated beam. 
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fields that could occur in astrophysical scenarios [4] (Fig. 
2). Our three-dimensional simulations revealed that the 
magnetic fields form when energetic electrons cross the 
boundary from the plasma to the neutral region.

To observe the magnetic field generation mechanism, 
numerical calculations included ionization effects. The 
entire >1 mm long gas jet was also initialized in the sim-
ulation box. We have derived analytical estimates that 
indicate that this mechanism can generate the mag-
netic fields present in astrophysical scenarios. The sim-
ulations used a laser pulse driver, but similar findings 
could also be found by using proton beam drivers. Given 
the simulation size, access to SuperMUC was critical for 
the success of our endeavors. Typical 3D simulations ran 
for >3x105 CPU hours, pushing >3.3x1010 particles during 
roughly 3.5x104 timesteps.

These large-scale magnetic field seeds could be amplified 
via electromagnetic plasma instabilities resulting from 
the propagation of electronically neutral electron-posi-
tron fireballs in plasmas. Fireball beams can be created af-
ter the collision of an ultra-relativistic electron bunch with 
a solid, high-Z material. The process produces Bremssrahl-
ung radiation, and some of the high-energy Bremssrahl-
ung photons may then decay in electron-positron pairs. 
Under the appropriate conditions, the fireball is electron-
ically neutral. We have shown that these neutral fireball 
beams, created from laser-plasma accelerators, can greatly 
amplify ambient magnetic fields in plasmas [5]. 

We then showed that the propagation of neutral fireball 
beams is unstable. During the propagation, initial seed 
azimuthal magnetic fields start by separating the fireball 
electrons from the fireball positrons. The resulting electrical 
currents enhance the initial magnetic fields. This mecha-
nism, illustrated in Fig. 3, is also known as the current fila-
mentation instability, and it can amplify initial seed mag-
netic fields in astrophysics. A typical 3D run took 5x104 CPU 
hours, pushed 9.5x1010 particles during  >5x104 time-steps.

Creating optical tornadoes in plasmas
Using our SuperMUC allocation, we proposed to use 
intense Laguerre-Gaussian beams to produce ultra-rel-
ativistic positron bunches in plasmas [6]. These twisted 
laser modes are characterized by doughnut shaped in-
tensity profiles, and orbital angular momentum. Produc-
ing twisted light at low intensities, below the damage 
thresholds of optical media, is straightforward. In addi-
tion, the amplification of Laguerre-Gaussian modes to 
very high intensities is also possible by using conven-
tional means. However, since plasmas support very high 
fields, we proposed to use a stimulated Raman backscat-
tering plasma amplifier to generate and amplify ultra-in-
tense twisted beams or optical tornadoes. 

Raman backscattering is a laser-plasma instability that 
occurs spontaneously when a pump laser pulse propa-
gates in the plasma. The interaction produces a plasma 
wave and a scattered counter-propagating electromag-
netic wave. We can stimulate this process by sending a 
counter propagating light wave with the same frequen-
cy of the scattered light wave. In this setup, there will 
be efficient energy transfer from the pump laser to the 
scattered wave.

Figure 2: Large-scale azimuthal magnetic fields 
surrounding a laser plasma accelerator.

Figure 3: Current filamentation instability of an electrically neutral 
electron-positron fireball beam (left) and corresponding azimuthal 
magnetic field structure (right).
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We have proposed to use this scheme to produce and to 
amplify twisted light in plasmas. Since Laguerre-Gaussian 
modes are inherently three-dimensional, we performed 
3D particle-in-cell simulations to illustrate the process. 
Numerical calculations showed that the plasma wave 
excited through Raman scattering also processes orbital 
angular momentum (Fig. 4). In addition, we demonstrat-
ed that stimulated Raman backscattering could be used 
to create and amplify light beyond the Petawatt frontier. 
Figure 5 shows an example of an amplified twisted light 
beam [7]. Each run took nearly 5x104 CPU hours, pushing 
almost 4x109 particles during 105 timesteps.

On-going Research / Outlook

Our allocation in SuperMUC opened new exciting re-
search paths in both plasma accelerators, where we are 
currently investigating the properties of plasma waves 

Figure 4: Plasma wave with orbital angular momentum created during stimulated Raman backscattering.

Figure 5: Amplified laser pulse with orbital angular momentum in stimulated Raman backscattering.

driven by exotic beams, and in astrophysics, where we 
are studying the radiation properties associated with 
beam-plasma instabilities.
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Introduction

Our  project  (ATLMUC)  runs simulations  of  high energy
proton-proton collisions in the large hadron collider (LHC)
at  CERN  combined  with  a  simulation  of  the  ATLAS
detector  response on SuperMUC.   LHC started its 2nd

phase (LHC run-2)  in 2015 operating at a centre-of-mass
energy of 13 TeV. The ATLAS experiment[1] is one of two
multi-purpose experiments at the LHC designed to record
large  numbers  of  these  proton-proton  collision  events.
Figure 1 shows an example event from the recent data
taking.  The  ATLAS collaboration  has  already  published
more  than 400 journal  articles  including  the  celebrated
discovery  of  the  Higgs  boson.  In  searches  for  new
phenomena,  as  well  as  for  precise  measurements,
simulations  of  proton-proton  collisions,  based  on
theoretical  predictions,  combined  with  a  detailed
simulation  of  the  detector  response  are  indispensable.
These simulations are computationally expensive, e.g. the
complete simulation of a complex collision event takes up
to 1000 seconds on a single CPU core. 

Figure 1: Example of a proton-proton collision event in 
ATLAS LHC Run-2. This event was collected in 
September 2015 and characterized by two particular high
energetic jets which have an invariant mass of 8.8 TeV,

The ATLAS experiment records about 10 billion collision
events  per  year.   The  detailed  analysis  of  this  data
requires at least the same amount of simulated events for
the standard processes in order to perform the baseline
optimizations  and  background  corrections.  Detailed
searches for contributions from  'New Physics' processes

–  the  main  purpose  of  the  LHC  program  –  require
additional  samples  of  simulated  events  for  these
processes,  typically  for  multiple  settings  of  parameters
specific for these models. These measurements provide
stringent  constraints  on  theoretical  models  beyond  the
Standard Model of particle physics, as illustrated in Figure
2 for Super-Symmetry. 
In  many  cases  the  scientific  output  of  the  ATLAS
collaboration is not limited by the capacity to process and
reduce  the  data  but  by  the  capacity  to  produce  all
necessary simulations. Therefore using CPU resources at
HPC  systems  such  as  SuperMUC/LRZ  is  a  crucial
extension  of   the  worldwide  LHC  computing  grid
resources  which  primarily  focus  on  data  storage  and
reconstruction of LHC events.

Results and Methods

SuperMUC  was  integrated  into  the  ATLAS  production
system to  run  a  cpu-intensive  part  of  the  Monte  Carlo
simulation  of  LHC  events  in  the  ATLAS  detector.  The
integration  required  a  gateway  service  to  receive  job
requests,  stage-in  input  data,  submit  into  the  batch
system, and stage-out the output data. Due to the large
number  of  jobs  submitted  automized  submission
procedures are required. The gateway is provided by an
ARC CE[2] running on a remote node with key-based ssh
access to  the SuperMUC login  nodes.  Submission into
the batch  system and subsequent  monitoring  proceeds
using commands run via ssh The GPFS files systems are
fuse-mounted(sshfs) and therefore available for stage-in
and  out  of  data.  Several  technical  problems  were
identified and solved in doing this. The remote ARC CE
via  ssh  is  remarkably  stable.  Submission  is  strictly
controlled via X509 certificate. The workloads are a well-
defined  subset  of  ATLAS  central  production  workflows,
namely detector simulation based on Geant4[3]. Geant4
is  a  toolkit  for  simulation  of  the  passage  of  particles
through matter. It is cpu-limited and dominated by integer
arithmetic operations. Although the passage of particles
through matter  is  serial  by nature,  ATLAS developed a
means  to  usefully  use  multiple  cpu  cores.  After  some
initialization, the process forks to N sub-processes using
a  copy-on-write  shared  memory.  Each  process  then
processes  a  stream  of  independent  events,  before
merging  at  the  end.  This  enables  the  efficient  use  of
whole-nodes  and  thereby  fulfills  the  basic  SuperMUC
requirement.
The workloads are deliberately defined to be short (<4hrs)
in order  to  maximize backfill  potential.  The project  was
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Introduction

Our project (ATLMUC) runs simulations of high ener-
gy proton-proton collisions in the large hadron collider 
(LHC) at CERN combined with a simulation of the AT-
LAS detector response on SuperMUC. LHC started its 
2nd phase (LHC run-2) in 2015 operating at a centre-of-
mass energy of 13 TeV. The ATLAS experiment[1] is one 
of two multi-purpose experiments at the LHC designed 
to record large numbers of these proton-proton colli-
sion events. Figure 1 shows an example event from the 
recent data taking. The ATLAS collaboration has already 
published more than 400 journal articles including the 
celebrated discovery of the Higgs boson. In searches for 
new phenomena, as well as for precise measurements, 

simulations of proton-proton collisions, based on theo-
retical predictions, combined with a detailed simulation 
of the detector response are indispensable. These simu-
lations are computationally expensive, e.g. the complete 
simulation of a complex collision event takes up to 1000 
seconds on a single CPU core. 

The ATLAS experiment records about 10 billion collision 
events per year. The detailed analysis of this data re-
quires at least the same amount of simulated events 
for the standard processes in order to perform the base-
line optimizations and background corrections. Detailed 
searches for contributions from ‘New Physics’ processes 
– the main purpose of the LHC program – require addi-
tional samples of simulated events for these processes, 
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Figure 1: Example of a proton-proton collision event in ATLAS LHC Run-2. This event was collected in September 2015 and characterized by two particu-
lar high energetic jets which have an invariant mass of 8.8 TeV,
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Introduction

Our  project  (ATLMUC)  runs simulations  of  high energy
proton-proton collisions in the large hadron collider (LHC)
at  CERN  combined  with  a  simulation  of  the  ATLAS
detector  response on SuperMUC.   LHC started its 2nd

phase (LHC run-2)  in 2015 operating at a centre-of-mass
energy of 13 TeV. The ATLAS experiment[1] is one of two
multi-purpose experiments at the LHC designed to record
large  numbers  of  these  proton-proton  collision  events.
Figure 1 shows an example event from the recent data
taking.  The  ATLAS collaboration  has  already  published
more  than 400 journal  articles  including  the  celebrated
discovery  of  the  Higgs  boson.  In  searches  for  new
phenomena,  as  well  as  for  precise  measurements,
simulations  of  proton-proton  collisions,  based  on
theoretical  predictions,  combined  with  a  detailed
simulation  of  the  detector  response  are  indispensable.
These simulations are computationally expensive, e.g. the
complete simulation of a complex collision event takes up
to 1000 seconds on a single CPU core. 

Figure 1: Example of a proton-proton collision event in 
ATLAS LHC Run-2. This event was collected in 
September 2015 and characterized by two particular high
energetic jets which have an invariant mass of 8.8 TeV,

The ATLAS experiment records about 10 billion collision
events  per  year.   The  detailed  analysis  of  this  data
requires at least the same amount of simulated events for
the standard processes in order to perform the baseline
optimizations  and  background  corrections.  Detailed
searches for contributions from  'New Physics' processes

–  the  main  purpose  of  the  LHC  program  –  require
additional  samples  of  simulated  events  for  these
processes,  typically  for  multiple  settings  of  parameters
specific for these models. These measurements provide
stringent  constraints  on  theoretical  models  beyond  the
Standard Model of particle physics, as illustrated in Figure
2 for Super-Symmetry. 
In  many  cases  the  scientific  output  of  the  ATLAS
collaboration is not limited by the capacity to process and
reduce  the  data  but  by  the  capacity  to  produce  all
necessary simulations. Therefore using CPU resources at
HPC  systems  such  as  SuperMUC/LRZ  is  a  crucial
extension  of   the  worldwide  LHC  computing  grid
resources  which  primarily  focus  on  data  storage  and
reconstruction of LHC events.

Results and Methods

SuperMUC  was  integrated  into  the  ATLAS  production
system to  run  a  cpu-intensive  part  of  the  Monte  Carlo
simulation  of  LHC  events  in  the  ATLAS  detector.  The
integration  required  a  gateway  service  to  receive  job
requests,  stage-in  input  data,  submit  into  the  batch
system, and stage-out the output data. Due to the large
number  of  jobs  submitted  automized  submission
procedures are required. The gateway is provided by an
ARC CE[2] running on a remote node with key-based ssh
access to  the SuperMUC login  nodes.  Submission into
the batch  system and subsequent  monitoring  proceeds
using commands run via ssh The GPFS files systems are
fuse-mounted(sshfs) and therefore available for stage-in
and  out  of  data.  Several  technical  problems  were
identified and solved in doing this. The remote ARC CE
via  ssh  is  remarkably  stable.  Submission  is  strictly
controlled via X509 certificate. The workloads are a well-
defined  subset  of  ATLAS  central  production  workflows,
namely detector simulation based on Geant4[3]. Geant4
is  a  toolkit  for  simulation  of  the  passage  of  particles
through matter. It is cpu-limited and dominated by integer
arithmetic operations. Although the passage of particles
through matter  is  serial  by nature,  ATLAS developed a
means  to  usefully  use  multiple  cpu  cores.  After  some
initialization, the process forks to N sub-processes using
a  copy-on-write  shared  memory.  Each  process  then
processes  a  stream  of  independent  events,  before
merging  at  the  end.  This  enables  the  efficient  use  of
whole-nodes  and  thereby  fulfills  the  basic  SuperMUC
requirement.
The workloads are deliberately defined to be short (<4hrs)
in order  to  maximize backfill  potential.  The project  was
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typically for multiple settings of parameters specific for 
these models. These measurements provide stringent 
constraints on theoretical models beyond the Standard 
Model of particle physics, as illustrated in Figure 2 for Su-
per-Symmetry. 

In many cases the scientific output of the ATLAS collab-
oration is not limited by the capacity to process and re-
duce the data but by the capacity to produce all neces-
sary simulations. Therefore using CPU resources at HPC 
systems such as SuperMUC/LRZ is a crucial extension of 
the worldwide LHC computing grid resources which pri-
marily focus on data storage and reconstruction of LHC 
events.

Results and Methods

SuperMUC was integrated into the ATLAS production 
system to run a cpu-intensive part of the Monte Carlo 
simulation of LHC events in the ATLAS detector. The in-
tegration required a gateway service to receive job re-
quests, stage-in input data, submit into the batch sys-
tem, and stage-out the output data. Due to the large 
number of jobs submitted automized submission pro-
cedures are required. The gateway is provided by an ARC 
CE[2] running on a remote node with key-based ssh 
access to the SuperMUC login nodes. Submission into 
the batch system and subsequent monitoring proceeds 
using commands run via ssh. The GPFS files systems are 
fuse-mounted (ssh-fs) and therefore available for stage-
in and out of data. Several technical problems were iden-
tified and solved in doing this. The remote ARC CE via ssh 
is remarkably stable. Submission is strictly controlled via 
X509 certificate. The workloads are a well-defined subset 
of ATLAS central production workflows, namely detector 
simulation based on Geant4[3]. Geant4 is a toolkit for 
simulation of the passage of particles through matter. It 
is cpu-limited and dominated by integer arithmetic oper-
ations. Although the passage of particles through matter 
is serial by nature, ATLAS developed a means to useful-
ly use multiple cpu cores. After some initialization, the 
process forks to N sub-processes using a copy-on-write 
shared memory. Each process then processes a stream of 
independent events, before merging at the end. This ena-
bles the efficient use of whole-nodes and thereby fulfills 
the basic SuperMUC requirement.

The workloads are deliberately defined to be short 
(<4hrs) in order to maximize backfill potential. The pro-
ject was accepted on the basis of backfill with pre-emp-
table jobs. In lieu of check-pointing, upon which we are 
working, the short jobs ensure little work is lost in case 
of pre-emption. 

The initial 10M core-hours allocation was consumed by 
October 2015, after which 10M core-hours were added. 
The main problem encountered was the poor GPFS client 
performance on phase-1 compute nodes. It leads to a halv-
ing of the cpu efficiency, due to delays in file access. The 
identical problem on the RZG Hydra machine was solved 
by a simple client reconfiguration. Phase 2 nodes have no 
such problem. A partial solution was found by using Par-

rot-cvmfs[4] for the software access. The cvmfs part cach-
es file metadata and leads to reduced GPFS lookup.

GPFS scratch space is used for caching input files. We can 
turnover the cache to remain inside some limit, but cur-
rently rely on the system cleanup. The work GPFS is used 
to store the software, in a format required by the cvmfs 
client, and also for work directories of active jobs. The 11 
TB quota is adequate for the foreseeable needs.

On-going Research / Outlook

The LHC Run-2 is planned to continue until end of 2018 
and should increase the data volume by at least a fac-
tor 5 compared to Run-1. A corresponding increase of the 
simulated data volume is required in order to analyze 
and interpret the recorded data. This will allow us to de-
termine with much better precision the properties of the 
Higgs Boson and either find new particles as predicted 
by ‘New Physics’ theories or further increase the con-
straints on these models. Using SuperMUC to simulate 
events will be a crucial component to reach these goals.
Active development of the simulation software is on-
going in order to make the workflow more flexible and 
better parallelizable for smaller work-units. Adapting the 
software for Intel/Mic architectures is an important goal, 
though presumably more in the long-term after LHC 
Run-2 (Run-3 is planned to start in 2021). We would hope 
that “SuperMUC Next Generation” provides Intel/Mic ar-
chitecture extensions. 
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Figure 2: Example of ATLAS results on searches for super-symmetric par-
ticles predicted in extensions of the Standard Model theory. proton-pro-
ton collision event in ATLAS LHC Run-2. The plot shows 95% confidence 
level exclusion limits for the production of charginos and neutralinos.

accepted on the basis of backfill with pre-emptable jobs.
In lieu of check-pointing, upon which we are working, the
short jobs ensure little work is lost in case of pre-emption. 

Figure 2: Example of ATLAS results on searches for 
super-symmetric particles predicted in extensions of the 
Standard Model theory.  proton-proton collision event in 
ATLAS LHC Run-2. The plot shows 95% confidence level
exclusion limits for the production of charginos and 
neutralinos.

The initial  10M core-hours allocation was consumed by
October 2015, after which 10M core-hours were added.
The main problem encountered was the poor GPFS client
performance  on  phase-1  compute  nodes.  It  leads  to  a
halving of the cpu efficiency, due to delays in file access.
The identical  problem on the RZG Hydra machine was
solved by a simple client reconfiguration. Phase 2 nodes
have no such problem. A partial  solution was found by
using Parrot-cvmfs[4] for the software access. The cvmfs

part  caches  file  metadata  and leads  to  reduced GPFS
lookup.
GPFS scratch space is used for caching input files. We
can turnover the cache to remain inside some limit, but
currently rely on the system cleanup. The work GPFS is
used to store the software, in a format required by the
cvmfs client, and also for work directories of active jobs.
The 11 TB quota is adequate for the foreseeable needs.

On-going Research / Outlook

The LHC Run-2 is planned to continue until end of 2018
and should increase the data volume by at least a factor 5
compared  to  Run-1.  A  corresponding  increase  of  the
simulated data volume is required in order to analyze and
interpret the recorded data. This will allow us to determine
with  much  better  precision  the  properties  of  the  Higgs
Boson and either find new particles as predicted by 'New
Physics'  theories or  further  increase the constraints  on
these models. Using SuperMUC to simulate events will be
a crucial component to reach these goals.
Active development of the simulation software is ongoing
in order  to  make the workflow more flexible  and better
parallelizable  for  smaller  work-units.  Adapting  the
software for Intel/Mic architectures is an important goal,
though  presumably    more  in  the  long-term after  LHC
Run-2 (Run-3 is planned to start in 2021). We would hope
that   “SuperMUC  Next  Generation”  provides  Intel/Mic
architecture extensions. 
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Introduction

Symmetries are important concepts in all fields of phys-
ics. In particular, symmetries are fundamental for the 
three forces building the Standard Model of Particle 
Physics, the electromagnetic, the weak and the strong 
force: all three forces are described by so-called gauge 
theories. The underlying gauge symmetry gives rise to 
the force carriers, so-called gauge bosons, with the pho-
ton being the most known example for the electromag-
netic interaction. 

Symmetries are not only interesting when they are exact, 
but also when they are broken. This breaking might be 
either generated by external fields, or dynamically from 
the theory itself. A well-known example is the magneti-
sation in ferromagnetic systems. Due to rotational sym-
metry the magnetisation is expected to be identically 
zero, however, by applying an external magnetic field, 
a finite magnetisation can be generated. Moreover, the 
system dynamically generates a non-zero magnetisation 
below a certain temperture, the Curie temperature, even 
without an external field.

Quantum Chromodynamics (QCD), the theory of strong 
interactions exhibits a similar phenomenon. QCD con-
tains gluons as gauge bosons and quarks as fermionic 
matter. Chiral symmetry is formally the invariance of 
QCD in the limit of vanishing quark masses under the 
exchange of massless left- and right-handed quarks. A 
non-zero value of the masses of the quarks plays in rough 
analogy to the ferromagnet the role of an external field. 
But even at vanishing quark masses chiral symmetry is 
broken spontaneously leading to a non-zero vacuum ex-
pectation value of the chiral condensate Σ.

QCD is a strongly coupled theory at low energies and, 
hence, perturbation theory cannot be used to investigate 
low energy properties of QCD, like chiral symmetry. There-
fore, a non-perturbative method needs to be applied, like 
lattice QCD. In lattice QCD the space-time is discretised 
with a small but finite lattice spacing a. For finite lattice 
spacing, QCD can then be solved in Euclidean space-time 

using Markov-Chain Monte-Carlo methods. However, the 
discretisation we are using, the so-called Wilson twisted 
mass formulation of lattice QCD, breaks chiral symmetry 
at finite lattice spacing values, which makes it necessary 
to devise special methods to measure the chiral conden-
sate. Such a method was invented by the authors of Ref. 
[1]. Their so-called spectral projector method consists in 
stochastically evaluating the number of eigenmodes 
(mode number) of the lattice Dirac operator below some 
threshold value M. In a certain range of M values, the 
dependence of this mode number on M is linear and its 
slope is proportional to the chiral condensate Σ. Σ needs 
to be renormalised and can, therefore, only be quoted in 
a given renormalisation scheme at a given scale. We will 
quote all results in the modified minimal subtraction 
scheme at a renormalisation scale of 2 GeV. The spectral 
projector method can also be used to compute the topo-
logical susceptibility χ, which is a quantity expressing the 
topological fluctuations of the QCD vacuum.

The simulations are performed at finite values of the 
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Figure 1: chiral extrapolations of the chiral condensate Σ as a function of 
the renormalised quark mass for the 2 flavour ensembles and three val-
ues of the lattice spacing. The lines are extrapolations to the chiral limit, 
linear in the quark mass. Inset: continuum extrapolation of the chirally 
extrapolated chiral condensate versus the lattice spacing squared.
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The Chiral Condensate from Lattice QCD with Wilson Twisted Mass Quarks

lattice spacing, hence the continuum limit has to be 
performed. Moreover, we simulate at finite values of the 
quark mass μR and, hence, the limit to vanishing quark 
mass (chiral limit) has to be performed as well.

We have investigated the chiral condensate for QCD with 
two light flavours (2 flavours) and for QCD with 2 light 
and a strange and a charm quark (2+1+1 flavours). In both 
cases we have studied three values of the lattice spacing 
and a wide range of quark mass values. The lattice spac-
ing a is measured in units of fm. 

Results

We have computed the chiral condensate Σ for QCD with 
2 and 2+1+1 dynamical quark flavours, in both cases for 
three values of the lattice spacing [2]. The result for the 2 
flavour case is shown in Figure 1 and the corresponding 
2+1+1 results in Figure 2. It is visible that we control the 
chiral extrapolation of the renormalised chiral conden-
sate Σ in the quark mass μR and the continuum extrap-
olation (shown in the inset) very well. The final results 
are Σ1/3 = 283(14) MeV for the case of 2 flavours and Σ1/3 
= 280(12) MeV for 2+1+1 flavours (the reported errors are 
larger than in Figures 1 and 2, because additional sourc-
es of systematic errors were considered, in particular 
the choice of the range of M values in the mode num-
ber computation). This is the first evaluation of the chi-
ral condensate using dynamical up, down, strange and 
charm quarks. However, within the precision reached 
we observed no difference in between the 2 flavour and 
2+1+1 flavour results. This finding suggests that the influ-
ence of the heavier strange and charm quarks is not very 
large for this observable.

We remark in closing this section that we cannot report 
in this document here all the results obtained within this 
project. In particular, let us mention our computation of 
the topological susceptibility with the spectral projector 
method [3]. This was also performed for a wide range of 
lattice spacings and quark masses, with 2 and 2+1+1 dy-

namical quark flavours. The quark mass dependence of χ 
can be described in the framework of an effective theory, 
the so-called chiral perturbation theory. This theory pre-
dicts that the above mentioned dependence is governed 
by the chiral condensate (and other low energy con-
stants). Thus, it is possible to extract Σ in an alternative 
way. We only mention this alternative extraction leads to 
a compatible value of Σ in comparison with the values 
given above, but the precision of this method is worse 
than of the direct spectral projector calculation.

Finally, we can confront the computation of pseudo-sca-
lar flavour singlet meson masses [4] in 2+1+1 flavour 
QCD with the topological susceptibility in the so-called 
quenched approximation. The connection is provided by 
the famous Witten-Veneziano formula. The latter formu-
la provides a link between the so-called axial anomaly 
in QCD and the quenched topological susceptibility. We 
could confirm this relation for the first time non-pertur-
batively [5].

On-going Research / Outlook

Lattice QCD is a very computer time demanding scien-
tific application. Only with the computer time made 
available on supercomputers like SuperMUC significant 
progress, like the one reported here, can be reached.

Moreover, the computing resources made available by 
LRZ are used to reduce the systematic uncertainties in 
our results even further: in another project we are gen-
erating ensembles with physical values of the quark 
masses, such that a chiral extrapolation is not needed 
anymore.
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https://github.com/etmc/tmLQCD

Figure 2: same as Figure 1, but for the 2+1+1 flavour ensembles.
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Introduction

Decades of research have lead to the Standard Model of 
particle physics. It is a theory which describes the struc-
ture of matter at length scales below the diameters of 
nuclei to an astonishing level of precision. Equivalently 
it successfully predicts particle decays and scattering 
cross sections of high-energy processes up to the ener-
gies reached at the Large Hadron Collider (LHC) at CERN 
in Geneva.  Indeed, we also believe that physics at larg-
er length scales, i.e. nuclear and atomic physics, would 
emerge from the fundamental equations of the Stand-
ard Model, if we were able to solve them directly. 

A very attractive feature of the Standard Model is that it 
has very few free parameters. These are – as far as we pres-
ently know – fundamental parameters of Nature. Their 
precise determination is thus an important part of particle 
physics and physics in general. It is also  essential in order 
to put the Standard Model to tests of ever increasing pre-
cision. Such tests are especially motivated by observations 
that go beyond the physics described by the Standard 
Model, such as the existence of dark matter or the degree 
of matter - anti-mattter asymmetry in the universe.  Thus, 
despite its tremendous success, the Standard Model must 
be incomplete! In the  quest for a more complete theory 
precision tests of the Standard Model complement direct 
searches for dark matter candidates and other effects of 
“new” physics  at the LHC and other laboratories.

Both the determination of the fundamental parameters 
and the precision tests of the theory require precision ex-
periments on the one hand and a precise solution of the 
theory (as a function of  the fundamental constants) on 
the other hand. For many processes, the theory can be ac-
curately solved as a series expansion in the couplings of 
the theory. An exception are processes affected or dom-
inated by the ”strong” interactions part of the theory. 
This part is called Quantum Chromo Dynamics (QCD). Its 
most important feature is that it describes the structure 
of the smallest nucleus, the proton, in terms of constit-
uents called quarks. These are bound inside the proton 
by the strong force, which is mediated by the exchange 

of quanta called gluons. The analogous phenomenon on 
the atomic level is the binding of the electrons by the 
exchange of photons with the nucleus. However, while 
the Coulomb force between electron and nucleus falls 
off rapidly with the distance (and is relatively weak alto-
gether, characterized by a small fine structure constant 
α=1/137), the force between quarks remains strong at 
arbitrarily large distances and leads to the phenomenon 
of confinement: quarks are always bound. They do not 
exist as true particles by themselves. How do we know 
that confinement is indeed a property of the theory? It is 
only due to its “simulations” on a space-time grid on su-
per-computers such as SuperMUC. We put “simulations’’ 
in quotation marks, since these are not simulations of 
how particles move in space-time, but rather are stochas-
tic solutions of Feynman’s path integral, which provides 
the quantization of the fundamental fields, the quarks 
and the gluons. The stochastic solution of the path in-
tegral is possible independently of any series (perturba-
tive) expansions. It thus provides non-perturbative pre-
dictions of the theory. The stochastic evaluation of the 
path integral on a grid is called a lattice QCD simulation.

Despite its strong interactions, one may define αs, the 
analogue of the fine structure constant in QCD. This is 
the coupling of the theory and a perturbative treatment 
means the series expansion in this coupling. A simple, 
physically appealing definition of the coupling is the 
force between static (infinitely heavy) quarks multiplied 
by the square of the distance. The aforementioned prop-
erty of confinement means that at distances around a 
proton radius this coupling is much larger than one and 
a series expansion makes no sense. However, at small-
er distances also the QCD force becomes Coulomb-like 
and the distance-dependent (“running’’) coupling, αs, be-
comes weaker and weaker. Perturbation theory then pre-
dicts that αs vanishes at small distances, r, like -1/log(rΛ). 
The constant Λ characterizes the coupling uniquely and 
is the fundamental intrinsic energy scale of the theory. 
Once it is known, perturbative predictions, valid at short 
distances or, equivalently, high energies become param-
eter-free. This is important for tests of the theory at LHC, 
which provides the necessary high energies.

The intrinsic scale of Quantum Chromo Dynamics 
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The intrinsic scale of Quantum Chromo Dynamics 

Results and Methods

A precision determination of the Λ-parameter is a chal-
lenge. A physical observable has to be evaluated which 
simultaneously has three properties: 1) it is a short dis-
tance (high energy) quantity; 2) it can be obtained with 
high precision and 3) its perturbative expansion is known 
to high order. Lattice QCD, once its free parameters are 
determined from low energy experimental data, can pro-
vide such observables, but in addition to the above, care 
has to be taken that 4) lattice spacings are small com-
pared to the physical short distance involved.

Our collaboration has developed a systematic strategy 
to cope with all challenges, in particular 4). After appli-
cations to simplified theories, we are now finalising a 
very precise result in the three-flavor theory with u,d,s 
quarks. It can be connected perturbatively to the physi-
cal five-flavor number [3]. We thus determine Λ in a con-
trolled fashion, from experimental input at the lowest 
energy: masses and decay constants of Pion and Kaon.

Our strategy (Figure 1) to connect large distances L=1/μ 
and small distances involves couplings defined delib-
erately in a finite small volume, where very small grid 
spacings can be simulated. Two couplings with com-
plementary properties at larger and smaller distances 
are used.  Their μ-dependence and their connection are 
both computed non-perturbatively by simulations of 
lattice QCD and extrapolations to vanishing grid spac-
ing a. In the weak coupling region, the non-perturbative 
results are compared to the perturbative expression in 
terms  of Λ and that fundamental parameter is deter-
mined. Here the precision of perturbation theory is at 
the % level because a coupling of αs=0.1 is reached and 
the unknown perturbative corrections  are proportional 
to its square.

In our SuperMUC project, we deal with the numerically 
most challenging part, the connection of the coupling 
to the low energy, non-perturbative scales of the theo-
ry. This is very difficult because now physically large vol-

umes have to be simulated and different grid spacings 
need to be considered in order to take a continuum limit 
by extrapolation.

We use the decay constants of Pion and Kaon as low en-
ergy scales. These can be computed precisely (see Figure 
2) and are also known well experimentally from the weak 
decays of these two mesons.

Intermediate results are shown in Figure 2 for four differ-
ent grid spacings a. They have to be extrapolated to the 
physical quark mass indicated by the dotted line. 

On-going Research / Outlook

We are presently checking that the necessarily finite size 
of the simulated grid does not affect the decay constants 
at the level of our precision and we are connecting the 
coupling at the smallest scale μ to the decay constants 
through simulations at matching grid spacings. 

In the summer 2016 we will be able to put the SuperMUC 
results (such as Figure 2) and the analysis of the running 
coupling (indicated in Figure 1) together and present our 
high quality result at the summer conferences on parti-
cle physics. It will represent a milestone in lattice QCD: 
the scales μ reached are an order of magnitude higher 
than ever before in the three-flavour theory. Consequent-
ly the α2 correction is truly small for the first time. In ad-
dition there is full control of the continuum limit.

The large volume simulations were carried out in a 
GAUSS project on both SuperMUC  and Juqueen, using 
the most suitable architecture for each grid size.  The 
many smaller volume simulations were done at HLRN 
with a much smaller number of cores per simulation. 
The combination of these supercomputing resources is 
essential for carrying out such a challenging project. 
Once there is again a jump in compute resources by a 
factor of order 10, we would like to simulate the 4-flavour 
theory in a way where the decoupling of the heaviest 
quark from the low-energy physics is used [3].
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Figure 1: A sketch of the strategy for iteratively covering large scale 
factors and reaching the perturbative domain. See [1] for details. Here 
the relation g2=4π αs is used.

Figure 2: Linear combination of decay constants of Pion and Kaon as a 
function of the light quark mass for four different lattice spacings a. 
Graph from the Ph.D. thesis of M. Bruno, see also [2].
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Introduction

The theoretical (as well as experimental) exprolation 
of the phase diagram of QCD matter is one of the big 
outstanding problems of theoretical (and experimental) 
physics today.

At zero fermionic density the standard non-perturbative 
tool of QCD, lattice discretization allows the calculation 
of observables of interest. However, at nonzero density 
such calculations are hampered by the sign problem of 
QCD, which is a consequence of non-zero chemical po-
tential rendering the measure of the ensemble complex. 
This invalidates naive Monte Carlo calculations as the in-
terpretation of the measure as probability density is not 
valid anymore. Many ideas have been invented trying 
to evade the sign problem such as Taylor extrapolation 
from the zero density ensemble, reweighting which pro-
poses a positive measure and tries to recover the correct 
ensemble in the observables and extrapolation from 
imaginary chemical potentials. It turns out that these 
methods work only for small chemical potentials, that is 
for small fermionic densities.

Thus the phase diagram is only easily explorable close 
to the temperature axis, and very little is known about it 
elsewhere. Many interesting phases have been proposed 
at high densities such as color superconductor and quar-
kyonic phases, and many important questions remain 
unanswered such as the existence and position of the 
critical point, the compressibility of nuclear matter etc.

In this project [1] we test an idea which tries to evade 
the sign problem by using analyticity: the manifold of 
the variables is complexified using the complex Lan-
gevin equation (CLE) [2]. The enlargement of the man-
ifolds from SU(3) to SL(3,C) leads to instable behavior 
in the case of gauge theories as the gauge copies have 
now infinite volume. Recently it has been shown that a 
procedure called gauge cooling allows stabilization of 
the complexified process [3] allowing to perform simu-
lations of full QCD with light quarks [4]. We compare the 
results of CLE to those calculated with multiparameter 
reweighting [5].

Results and Methods

For this study we have used two kinds of calculations: 
first the complex Langevin equation is solved for the 
link variables on a space-time lattice describing a 
gauge field configuration. We use adaptive step sizes 
to suppress runaways and thus ensure stable behav-
ior. We also use gauge cooling to stabilize gauge de-
grees of freedom. The calculation of the drift term of 
the Langevin equation involves a contribution from the 
fermionic degrees of freedom for which we use the it-
erative Conjugate Gradient algorithm to invert the fer-
mion matrix. We have used lattice sizes from 8^3*4 up 
to 16^3*8. We typically used Langevin step sizes from 
10^(-5) up to 5*10^{-5} with a total run of 10-100 Lan-
gevin time. We also use the real Langevin equation to 
generate configurations for the starting point of the 
reweighting as well as the measurement of the lattice 
spacings and hadron masses.

 The second kind of calculation involves calculating 
the reweighting of the ensemble to include effects of 
non-zero density of fermions. For this one must calculate 
the determinant of the fermion matrix for various chem-
ical potentials. This is time-consuming as the size of the 
matrix is proportional to the space-time volume of the 
lattice. We have diagonalized the matrices with LAPACK 
routines after an initial reduction with some steps using 
Gauss elimination which reduces the size of the problem 
to be proportional to the space volume only. 

Using the complex Langevin equation  
to solve the sign problem of QCD
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Using the complex Langevin equation to solve the sign problem of QCD

We have used some 32 million core hours in the project. A 
typical job used 224 cores. The space-time lattice is split be-
tween different nodes and the boundaries are communi-
cated using MPI. The local lattice is updated parallel using 
OMP parallelization. In total we generated some 50000 
files totaling 1.6 TB of data. We have determined the lat-
tice spacings and the pseudoscalar masses such that we 
stay on the line of constant physics as we go closer to the 
continuum limit. We have used N_F=4 staggered fermion 
flavors suche that no rooting is necessary. The bare quark 
masses are chosen to give a pseudoscalar mass in the vi-
cinity of the transition temperature m_pi/T_c =2.2.

We observed good agreement between reweighting and 
Complex Langevin in the region where they are both 
trustworthy, see in Figure 1.

They have different limitations: the reweighting method 
fails if the chemical potential is too large, meaning that 
we can’t get very far from the original ensemble because 
overlap and sign problems become strong. One alsnotic-
es this by the jack-knife errors of the reweighting grow-
ing large. The CLE in contrast is stable at large chemical 
potentials as well, all the way to the saturation, where all 
fermionic modes on the lattice are filled. At low temper-
atures however, the gauge cooling becomes ineffective 
to counter the instability of the gauge degrees of free-
dom. One observes long tailed distributions of various 

observables, see e.g. the histogram of plaquettes in Fig.2. 
Similar behavior was observed before in HDQCD where 
the fermions are made static, and this difficulty could be 
overcome by getting closer to the continuum limit, i. e. 
increasing the lattice size. Here we observed that the lat-
tices up to N_t=8 are not fine enough to get to the con-
fined phase, see in Fig. 2, where we studied the system 
for to different pseudoscalar masses.

We have also investigated systems with N_F=2 fermi-
on flavors to study the effects of rooting as well as re-
weighting from the phase-quenched ensemble. We have 
found good agreement between reweighting and CLE in 
these cases as well.

In summary we have seen that the CLE and reweighting 
results agree where they should and their validity can be 
also assessed without relying on the comparison to the 
other method.

On-going Research / Outlook

Using the resources of SuperMUC we have been able to 
calculate the reweighting results and compare them to 
the CLE for lattice sizes up to N_t=8. This did not allow 
the exploration of the phase transition line. It’s an open 
question whether increasing the lattice size will allow 
us to go to smaller temperatures. The cost of larger lat-
tices is of course increasing, especially the reweighting 
becomes much more expensive at larger volumes, as it’s 
cost is proportional to the spatial volume cubed. An oth-
er important open question is the question of the poles: 
the fermionic drift term has singularities on the complex 
manifold, which in some cases can lead to the break-
down of the method, but it is unknown what its effect is 
on QCD, especially at low temperatures.

References and Links

[1]  Z. Fodor, S.D. Katz, D. Sexty, C. Torok, Phys.Rev. D92 (2015) 9, 094516
[2]  G. Parisi, Phys. Lett.131 B (1983) 393
[3]  E. Seiler, D. Sexty, I.-O. Stamatescu, Phys.Lett. B723 (2013) 213-216; 

Aarts, Bongiovanni, Seiler, Sexty, Stamatescu Eur.Phys.J. A49  
(2013) 89

[4]  D.Sexty Phys.Lett. B729 (2014) 108-111
[5]  Z. Fodor and S. D. Katz Phys. Lett. B534 (2002) 87Figure 3: Comparison of reweighting and CLE results as a function of the 

temperature at a fixed chemical potential on N_T=8 lattices.

Figure 2: Histogram of the spatial plaquettes in a CLE simulation at 
several different temperatures.

Figure 1: Comparison of reweighting and CLE results as a function of the 
chemical potential at a fixed temperature.
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Introduction

The goal of this project is to contribute to the search of 
signals for New Physics beyond the Standard Model (SM) 
of elementary particle physics.

The SM is very successful in describing a wide class of 
phenomena that originate from the electromagnetic, 
the weak and the strong interactions, over a wide range 
of energy scales. While the SM is holding up superbly 
against extensive experimental scrutinies, it is well es-
tablished that it can only be seen as an effective theory, 
valid up to some energy cut-off. Amongst others, it does 
not contain a candidate for dark matter, and it does not 
explain the observed baryon asymmetry of the universe. 
The direct search of new particles is the main approach 
to establish New Physics at the LHC, CERN, whereas it 
is possible that first signals will emerge from indirect 
searches. In this case one looks for deviations from the 
SM theoretical predictions in precise (low-energy) meas-
urements. In this respect, the flavour physics sector plays 
a key role. Flavour-changing neutral current  processes, 
for example, are highly suppressed in the SM and there-
fore very sensitive to New Physics. However, some of 
them are still large enough to be studied with high sta-
tistics in dedicated experiments.

Flavour transitions in the SM are parameterized by the 
Cabibbo-Kobayashi-Maskawa (CKM) matrix that con-
tains information on the strengths of flavour-changing 
weak decays involving quarks. While these transitions 
have their origin in the weak interaction, the particles 
appearing in the physical processes, as an effect of the 
confinement phenomenon, are the hadrons, not the 
quarks. Consequently, the decay rates are written in 
terms of hadronic matrix elements, where the associat-
ed low-energy processes are mediated by the theory of 
the strong interaction, called Quantum Chromodynamics 
(QCD). However, precise tests of such QCD processes are 
still rare, because the traditional perturbative approach 
is accurate in predicting short-distance effects only, but 
not applicable to the strongly coupled low-energy re-

gime of the theory, where the hadrons and their decay 
matrix elements live. Therefore, computations in this re-
gime have to be performed non-perturbatively.

Lattice QCD is the natural, genuinely non-perturbative 
ab-initio method that allows such computations, with-
out relying on any model-dependent assumptions, and 
where systematic errors can be fully controlled. It starts 
from a discretization of space and time and puts the fun-
damental (quark and gluon) field variables on the sites 
and links of a lattice, resulting in a finite (but still very 
large: ~O(108)) number of degrees of freedom. The defini-
tion of physical observables in the lattice approach rests 
upon the Euclidean version of Feynman’s path integral 
representation of the QCD partition function as well as 
of expectation values derived from it. In practice, these 
calculations are realized as “computer experiments”: Sto-
chastic evaluation of the expectation values by numer-
ical Monte Carlo simulations of lattice QCD, employing  
“importance sampling” methods to estimate the multi-
dimensional integrals involved. In the last years, realis-
tic lattice QCD simulations, i.e., with dynamical light sea 
quarks with masses close to nature and in large volumes 
at fine lattice spacings, have become customary, but are 
still very challenging. Hence, extensive large-scale nu-
merical simulations on super-computers such as Super-
MUC represent valuable analysis inputs to achieve a pre-
cision for many interesting physical quantities that now 
is comparable to the one reached in experiments.

One very interesting case, where one expects beyond 
SM effects to be quite large (if present), is constituted by 
semileptonic weak decays of mesons containing a b-quark, 
which are promising processes for indirect searches of New 
Physics. The SM prediction for the decay rate requires, as 
mentioned above, the non-perturbative computation of 
a hadronic matrix element and is proportional to one 
entry of the CKM-matrix. With this project we aim at a 
lattice QCD computation of the hadronic matrix element 
relevant for the semileptonic process Bs → K ℓ ν. Combin-
ing this result with the experimental decay rate, one is 
able to determine the element |Vub| of the CKM-matrix. 
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Comparing this exclusive determination with others 
coming from B → τ ν, B → π ℓ ν and an inclusive one, 
possible discrepancies between these different determi-
nations would hint at the presence of New Physics. The 
occurrence of the b-quark, however, represents an addi-
tional difficulty, because its mass is very large. As a con-
sequence, it cannot be simulated as a relativistic quark 
with present computing power. Thus the b-quark is 
treated using effective theories of QCD. Our collaboration 
employs the Heavy Quark Effective Theory (HQET), where 
the hard degrees of freedom of the order of the mass of 
the b-quark are integrated out through an expansion in 
the inverse b-quark’s mass such that large discretization 
effects in hadronic quantities are suppressed when the 
theory is regularized on the lattice. Within our determi-
nation of the Bs → K ℓ ν decay matrix element, which in-
volves the computation of the form factor f+, we also in-
tend to study and implement the best techniques for the 
treatment of excited states as well as for the chiral and 
continuum extrapolation of the simulation results, later 
to be applied to the even more demanding computation 
of the B → π ℓ ν form factor, too. Note that an experimen-
tal measurement of the Bs → K ℓ ν decay rate is within 
the potential experimental progamme of LHCb, Belle and 
planned Super-B factories. A convincing theoretical treat-
ment is thus expected to stimulate further experimental 
effort to carry out the necessary analysis. 

Results and Methods

In our form factor computations, we work with HQET at 
next-to-leading order in the inverse heavy quark mass. 
The underlying strategy is explained in [1,2,3], illustrated 
in Figure 1 and splits into two parts: (i) the determina-
tion of the HQET parameters appearing in the Lagrangi-
an and in the full set of components of the heavy-light 
(axial and vector) quark currents via a non-perturbative 
matching of HQET to QCD in small volume, and (ii) the 
calculation of HQET energies and matrix elements in 
large volume, where the once determined HQET param-
eters enter to extract the physical hadronic matrix ele-
ments of the semileptonic decay process in question.
Within our ongoing SuperMUC project we so far have 
completed the finite-volume matching calculations and 

investigated the level of precision that can be obtained 
in large-volume calculations, taking the continuum lim-
it at fixed pion mass and squared momentum transfer 
q2 of the decay. In particular, we evaluated the relevant 
form factor f+(q2) for Bs → K ℓ ν decays for two (not yet 
physical) values of the pion mass, approximately 270 and 
330 MeV, and with a fixed q2. To enable a continuum ex-
trapolation, the computation has been repeated for each 
pion mass on three large-volume ensembles with lattice 
spacings of about 0.05 to 0.08 fm. Given the computa-
tional challenges from excited states contaminations at 
small time separations and rapidly growing statistical 
noise of correlators with static quarks, the high-quality 
data obtained in this project, together with sophisticat-
ed analysis techniques, leads to a promising status of re-
sults, see Figures 2 and 3 [4]. It is for the first time that the 
continuum limit of semileptonic decay matrix elements 
in lattice HQET with controlled errors is taken.

On-going Research / Outlook

With the remaining part of our total SuperMUC grant 
of 41 M core-hours we want to reduce the overall uncer-
tainties of our results to a phenomenologically relevant 
precision. This amounts to add a second q2-value, data at 
lighter pion mass to stabilize the chiral limit, and to in-
clude the next-to-leading order HQET corrections. 
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Figure 1: Strategy to determine the parameters of HQET through match-
ing it to QCD [1]. The bottom row denotes the continuum limit obtained 
by extrapolating the results in each column. Graph from [2] with more 
details. 

Figure 2: Example of the determination of the ground-state mass of the 
Bs-meson based on computations of the project. See [4] for details.

Figure 3: Continuum extrapolations linear in a2 (from [4]) for the (prop-
erly renormalized) QCD matrix element of the spatial vector current 
between Bs- and K-meson states, which enters the semileptonic form 
factors of interest.
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Introduction

The standard model of particle physics is an extremely 
successful theory: it contains all known fundamental par-
ticles and forces, except gravity. The discovery of the Higgs 
particle has completed the experimental search for the 
constituents of the standard model. However, the real na-
ture of this particle is so far unknown and its mass is un-
naturally light. Moreover, astronomical observations have 
revealed that only a small fraction of the matter in the 
universe consists of the particles of the standard model. 
It is hence essential to find consistent extensions of this 
theory. The most promising theoretical concepts for a 
solution of these open issues are based on additional sym-
metries, compositeness, or extra dimensions. Our project 
is related to all of these approaches: in supersymmetric 
theories an additional symmetry leads to a natural Higgs 
sector, in a Technicolour theory the Higgs emerges as a 
composite state of a new strong dynamics, and in gauge 
theories with extra dimensions the Higgs is protected by 
the gauge principle of the higher dimensional theory. The 
extra dimensions are not directly observable since they 
are compactified and therefore there is only a constraint 
dynamic in the corresponding direction. These approach-
es are based on new theories with strong interactions. 
Interesting phenomena, like the phase transitions and 
the bound state spectrum of these theories, are so far 
not well understood. This project is concerned with these 
challenging questions.

Supersymmetry is one interesting new concept for the 
extensions of the standard model, favored by many dif-
ferent theoretical considerations. This symmetry con-
nects two completely different classes of particles, fermi-
ons and bosons. The former class consists of the matter 
particles, like the electrons, the latter of the mediators 
of the forces, the gauge bosons, and the Higgs particle. 
The standard model is extended by the supersymmet-
ric partner particles as shown in Figure 1. The extended 
theory includes a supersymmetric version of the strong 
interactions of the standard model. The supersymmetric 
gluodynamics describes the interactions of gluons and 
their superpartners the gluinos.

Results and Methods

Strong interactions and the lattice
Quantum chromodynamics (QCD) describes the 
strong interactions responsible for the binding of 
quarks into proton and neutrons and for the forma-
tion of nuclear matter. The mechanisms and effects in 
strongly interacting theories are so far not analytically 
calculable. For example, the analytical understanding 
of the confinement mechanism is regarded as one of 
the most challenging problems, the “Millennium Prize 
Problems”, by the Clay Mathematics Institute. This 
mechanism is the fundamental explanation of why 
color charges are not as directly observable as their 
electromagnetic counterparts: particles interacting 
by this force are strongly bound into neutral bound 
states and can not be isolated. In our project we also 
aim to offer a new perspective for the understanding 
of this mechanism based on the investigations of new 
strongly interacting theories.

So far the only method for an investigation of strong-
ly interacting theories are numerical simulations on a 
discretised space-time, the lattice. Efficient algorithms 
have been recently developed for the simulations of QCD 
leading to a remarkable agreement between numerical 
data and experiment. In this project these methods are 
applied in the investigations of the new strongly inter-
acting theories beyond the standard model of particle 
physics.

The strong interactions beyond the  
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Figure 1: Simplified picture of the supersymmetric extension of the 
standard model: the bosonic particles get additional fermonic partners 
and vice versa. In the standard model the interactions between the 
quarks and leptons are mediated by the gauge bosons: the strong 
interactions by the gluons, the electromagnetism by the photons, and 
the weak interactions by the W and Z bosons.



The strong interactions beyond the standard model of particle physics

The spectrum of bound states
At low energies, the observable particles are bound states 
of the fundamental gluons and fermionic particles. In su-
persymmetric theories these should form multiplets of 
fermions and bosons with the same mass. We were able 
to show, for the first time, the expected degeneracy of 
the non perturbative particle spectrum [1]. 

In Technicolour theories the Higgs particle emerges as 
a bound state of the strong dynamics and additional 
bound states correspond to new resonances to be ob-
served in experiments. We have been able to observe pat-
terns in the particle spectrum of these theories, which 
are, as required for a viable Technicolour theory, consider-
ably different from QCD.

The phase transitions
At low temperatures strongly interacting theories are 
confined, but at high temperatures they behave like a 
free gas of gluons and fermions, see Figure 2. The decon-
finement transition separates these two phases. In ad-
dition, the fermions condense at low temperatures. The 
analysis of these transitions is important to understand 
the phenomenological implications of the extensions of 
the standard model. We have done intense numerical 
investigations to measure the transition temperatures.

At finite temperature the different nature of fermions 
and bosons becomes apparent: they obey different sta-
tistics and supersymmetry gets broken. In quantum field 
theory, non-zero temperature is realised by a compacti-
fied dimension with different boundary conditions for 
fermions and bosons. If the same boundary conditions 
are instead applied for fermions and bosons, their con-
tributions cancel out and the deconfinement transition 
disappears, as shown in Figure 3. We were able to verify 

for the first time this effect by numerical simulations 
[2-4]. It is observed, for example, in the vanishing de-
rivative of the partition function for periodic boundary 
conditions, see Figure 4. The disappearance of the de-
confinement phase transition allows to formulate an 
analytically tractable asymptotic expansion were strong 
interactions can be understood in their non-pertubative 
nature. The possibility for a tuning of the phase transi-
tion is a particular feature of the supersymmetric theory. 

Typical requirements for the lattice simulations
Lattice simulations need a large amount of computing 
resources. In particular, the consideration of new theories 
requires a careful tuning of the parameters and advanced 
methods are needed for the measurements of the relevant 
observables. The typical requirements are quite different. 
The zero temperature investigations usually require the 
consideration of rather large lattices, while for the inves-
tigations of the phase transitions smaller simulations, but 
a scan of a large parameter range, is necessary. Further a 
large amount of configurations is required to sample cor-
rectly all possible phases, typically at least 5000 configura-
tions are produced for simulations near a phase transition. 
Our project has around 20 Mio. core-hours. The current 
zero temperature runs use ~3072 cores and the runs at fi-
nite temperature ~54 cores. Our C++ code uses an efficient 
hybrid MPI + openMP parallelisation with vectorisation in 
the most time consuming parts. 

On-going Research / Outlook

SuperMUC is one of the most convenient high perfor-
mance machines for our project since it offers a high per-
formance and flexibility regarding different applications. 
This is of particular importance for investigations of new 
theories, where on the one hand the parameters and sys-
tematic uncertainties have to be estimated in smaller 
simulations and on the other hand a large computational 
performance is needed for the estimations of the scale at 
zero temperature. Our project is just the first investigation 
of the new physics beyond the standard model of particle 
physics and we hope to proceed with our studies towards 
more involved Technicolour candidates, supersymmetric 
QCD, and extended supersymmetry. 
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Figure 3: Theoretical predictions of the different phases in supersymmetric 
Yang-Mills theory at finite temperature T and at finite compactification 
radius R. The numerical confirmation of this effect can be found in [3,4].

Figure 2: Illustration of the confinement transition in strongly interact-
ing theories. The bound states at small temperatures are dissolved into 
a free gas of fundamental particles at high temperatures.

Figure 4: The quantity shown in this plot represents a derivative of the 
partition function for thermal and periodic boundary conditions [2]. 
In case of periodic boundary conditions it is the sum of the differences 
between bosonic and fermionic energy states. It is consistent with zero 
which proves the cancellation between bosonic and fermionic contribu-
tions as required by supersymmetry.
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Quantum Chromodynamics is the theory of quarks 
bound together by gluons to form the hadrons like the 
protons, neutrons and pions which we observe in Nature. 
It is a prime example of a strongly interacting theory 
such that specialized numerical calculations need to be 
performed to compute quantities of interest: masses of 
hadrons, matrix elements needed in the interpretation of 
high energy physics data.

These computations consist of performing a high-di-
mensional integral by Monte Carlo methods which re-
quire the generation of field configurations on which the 
observables are then evaluated. Since this is the compu-
tationally most expensive part of a lattice computation, 
these lattices, once generated, can be used in many phys-
ics projects.

In this project we started the large scale generation of 
such a set of gauge field configurations, at parameters 
which are chosen such that many physics questions can 
be answered during the years to come with high accu-
racy.

In particular we include the full dynamical effect of the 
three lightest quarks: called the up, down, and strange. 
In our choice of parameters we pay particular attention 
to the continuum limit of our results: in a lattice compu-
tation space-time is discretized on a lattice with lattice 
constant a. Each computation needs to be repeated on 
finer and finer lattices and the result then needs to be 
extrapolated to zero lattice spacing.

This process is very costly. In fixed volume the number of 
lattice points rises with the forth power of the inverse 
lattice spacing 1/a, and so does the computational ef-
fort. Furthermore, algorithms face the problem of critical 
slowing down, i.e. one needs to increase the number of 
steps of the algorithm as the continuum is approached. 
Here it is expected to add an additional 1/a2 to the scaling. 
In the traditional setup a significantly worse behavior 
has been observed, however, which could be traced back 
to the formation of topological sectors as the continuum 

is approached. In the past this problem has essentially 
prevented reliable simulations below lattice spacings of 
a=0.05 fm. For the first time in a QCD simulation we have 
used a recently proposed solution to this problem, a set-
up with open boundary conditions in time such that no 
sector formation even in the continuum occurs [1].

Results and Methods

The algorithmic details of the publicly available openQCD 
code are described in detail in Ref.[2] and the parameters 
chosen in the present simulation in Ref.[3]. Most of the 
computational effort in these computations goes into 
the solution of the Dirac equation, a sparse system of lin-
ear equations. The Dirac matrix had up to 6∙108 rows and 
collumns in our case. A key feature of the openQCD code 
is the locally deflated (two grid) solver for the this equa-
tion. It bascially eliminates the increase of the solver iter-
ations as the condition number of the Dirac matrix rises. 

Furthermore, we used the so-called twisted mass re-
weighting, which limits the condition number of the 
Dirac matrix and stabilizes the field generation algo-
rithm. The combination of these improvements pro-
posed during the last decade has been employed for the 
first time during these simulations. While they made the 
present simulations possible, an important outcome of 
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Figure 1: Parameters of the generated ensembles. The size of the circles 
indicates the statistics.
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this project was also the prove that these techniques 
work in this challenging setting.

The openQCD code is written in C and is parallelized us-
ing standard MPI. This allowed us to run on SuperMUC 
with jobs from 1024 to 4096 cores and generate a new 
field configuration every 10min to 30min.

Lattice field configurations at three different values of the 
lattice spacing ranging from a=0.05 fm to a=0.09 fm have 
been generated, with a pion mass ranging from 420 MeV  
to close the physical point of 140 MeV. They are on large 
volumes such that the results do not depend noticeably 
on their size. 

In Figure 1 we give an overview of the ensembles gener-
ated. We extensively studied the autocorrelations in the 
simulations and scaled the statistics with the slowest 
relaxation times in our Markov Chain, for which we in-
vestigated certain smoothed observables known to be 
particularly sensitive to slow modes.

In Fig. 2 the critical slowing down observed in the simu-
lations is shown. The integrated autocorrelation time, a 
measure for how many update steps it takes to generate 
an independent measurement, is shown as a function of 
the lattice spacing. The theoretical expectation of a-2 is con-
firmed even for the particularly slow quantities given here. 
Since during production we took into account this increase 
in the number of update steps, the achieved statistics is al-
ways large enough for controlled physics analysis.

First physics results also confirm that the goal of results 
with percent accuracy could be reached. In Figure 3 we 
show the approach to the continuum of the pion decay 
constant fπ in units of the scale t0. ≈ 0.42 fm. Here we 
consider the line on which all quark masses are degener-
ate, with a mass of the pion at 420 MeV.

In the setup we are using, the leading deviation from the 
continuum result is expected to be proportional to a-2, 
which is compatible with the observation.

On-going Research / Outlook

These configurations are currently in use in many on-go-
ing projects carried out by researchers throughout Eu-
rope. In particular this data will serve as an essential 
input into the computation of the coupling constant of 
QCD, where some of the simulations are still on-going. 
But also projects computing the masses of hadrons and 
investigating their structure are underway as well as ac-
tivities in the physics of heavy quarks.

As this initial project of gauge field generation has been 
successful, it is worthwhile to extend the currently avail-
able ensembles with further points in parameter space. 

These will allow to further study and control systemat-
ic effects like the ones introduced by the finite volume, 
the non-physical quark masses and the finite lattice 
spacing. In particular, as is obvious from Figure 3, certain 
compromises have still been made in the region where 
pion masses and lattice spacing are both small. This is 
because physical pion masses require larger lattices to 
keep the effects of the finite volume under control. At 
light pion masses, a precise control of the continuum 
extrapolation is therefore difficult, but certainly a main 
goal of future simulations. To reach this goal, algorithmic 
developments as well as faster hardware will be needed.
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Figure 2: Simulation time needed to generate an independent field 
configuration as a function of the square of the lattice spacing for two 
particularly slow observables: the smoothed action density E and the 
square of the topological charge Q2. No exceptional slowing down is 
observed. 

Figure 3: The decay constant of the pion in units of the scale parameter 
t0 a function of the lattice spacing a.
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This is the combined report for the projects:
pr85xi “Excited state artifacts in calculations of  

hadron 3-point functions”
pr84qe “The strangeness content of the nucleon”
pr86te “Nucleon and meson matrix elements close  

to the physical point”

Particle physics experiments at modern high luminosity 
particle accelerators achieve orders of magnitude high-
er count rates than what was possible ten or twenty 
years ago. This extremely large statistics allows to draw 
far reaching conclusions even from minute signals, pro-
vided that these signals are well understood by theory. 
This is, however, ever more difficult to achieve. Presently, 
technical and scientific progress in general and experi-
mental progress in particle physics in particular, shows 
typically an exponential growth rate. For example, data 
acquisition and analysis are, among many other factor, 
driven by the development of ever more efficient com-
puters and thus by Moore’s law. Theory has to keep up 
with this development by also achieving an exponen-
tial increase in precision, which is only possible using 
powerful computers. This is true for both types of cal-
culations, analytic ones as, e.g., in quantum field pertur-
bation theory, and purely numerical ones as in Lattice 
QCD. As stated above such calculations are absolutely 
indispensable to make best use of the extremely costly 
large particle physics experiments. Thus, it is econom-
ically reasonable to invest a certain percentage of the 
cost of accelerators and experiments in related theory 
efforts. 

The basic ideas behind Lattice QCD simulations are the 
following: Because quarks and gluons can never be ob-
served individually but are always “confined” into color-
less hadrons, like the proton, all quark-gluon states can 
be expressed in two different systems of basis states, 
namely in a quark-gluon basis and the basis of hadron 
states. The proton, e.g., is an eigenstate of the latter, a 
specific quark-gluon configuration is part of the former. 
In the quark-gluon basis a physical hadron, like a pro-
ton, is given by an extremely complicated multi-particle 
wave function containing all effects of quantum fluc-

tuations. This state is so complicated that it is basically 
impossible to model it with the required precision. How-
ever, quantum field theory has a very important funda-
mental property, which allows to make progress: When 
the variable “time” is analytically continued to imagi-
nary time (in the sense of square root of minus one) it 
gets mapped onto thermodynamics and statistics and 
questions in quantum field theory are transformed into 
purely statistical problems, which can be solved numer-
ically by Monte Carlo techniques. While there might 
be more to it, this can be seen as just a mathematical 
trick. This trick does not only make numerical simula-
tions of quantum field theories possible, but it solves 
at the same time the problem alluded to above: Within 
QCD any quark-gluon model which is simple enough 
that one can use it for practical calculations, fails to 
describe a real hadron. More precisely a simple quark-
gluon state, which can easily be described within QCD 
corresponds to an infinitely complicated superposition 
of hadronic states. However, if such a superposition is 
propagated in imaginary time in the right manner all 
components except the lowest mass physical hadron, 
e.g. the proton, get exponentially suppressed. Thus the 
exact many particle wave function of the physical pro-
ton is obtained with which one can then calculate all 
physical quantities one is interested in, with one con-
straint: Because time has lost its meaning, only time-in-
dependent quantities can be obtained. Consequently, 
Lattice QCD has nearly always to be combined with real 
time treatments, most prominently perturbative QCD, 
to obtain physical predictions. 
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Figure 1: The calculation of, e.g. proton matrix elements on the lattice. 
At the source and sink a combination of three quark fields with the 
correct quantum numbers is inserted. The Green’s function propagates 
these in imaginary time, filtering out all excited states. Then, all physi-
cal observables which are local in time can be directly evaluated. 

filtering the source state filtering the sink state

Source: 3 quarks Sink: 3 quarks

physical matrix element

propagation in imaginary time
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The schematic structure of hadron structure lattice cal-
culations is illustrated in Fig. 1. Because source, sink and 
matrix element define three points in space-time such 
amplitudes are called “3-point functions”.The Greens 
function on the lattice is just the inverse of a large sparse 
matrix. This inversion is one of the computationally most 
expensive tasks in lattice QCD calculations. To propagate 
a three quark state simply three such Greens functions 
have to be convoluted. 

As we discussed, the unwanted heavy hadronic states, the 
so-called “excited states” get exponentially suppressed 
by the propagation in imaginary time. However, in paral-
lel the signal of interest is also reduced, which faces any 
Lattice QCD practitioner with a serious optimization prob-
lem: If he chooses a very strong exponential suppression 
of unwanted states also the signal is lost, if he chooses a 
weak suppression, his signal is distorted by excited state 
artifacts. Therefore, many ingenious ideas were developed 
to improve this filtering process. One of the most efficient 
ones is to increase the overlap of source and sink with the 
hadron of interest by a process called “smearing” . 

In practice, to cope with this problem, the careful anal-
ysis of many different statistical ensembles using a 
multitude of analysis strategies, e.g. different smearing 
prescriptions, is needed to obtain a realistic systemat-
ic uncertainties for all analyzed quantities. To perform 
such analyses for a large selection of hadronic observa-
bles was the purpose of this project. Some of these were 
already discussed in last years report. Therefore, we are 
concentrating here on some new ones. As the theoretical 
challenges are very similar for all of them, many applica-
tions are equally well suited for such a demonstration.

Nucleon coupling constants

We will present a few data for nucleon coupling con-
stants and for the so called nucleon sigma term which 
parameterizes the coupling to many forms of the hypo-
thetical dark matter. Dark matter search experiments 
form presently one of the most active large scale re-
search activities and these couplings are needed to ob-
tain exclusion bounds from experimental results or, in 
the case of a positive signal, the properties of the dark 
matter particle(s).

Let us start by showing in Fig.2 some of the ensembles of 
lattice configurations we used. As stated above, having a 
large set of ensembles is crucial to achieve a trustwor-
thy extrapolation to the physical point. Fig.3 illustrates 
for one ensemble and one observable the optimization 
process with respect to suppression of excited states and 
statistical accuracy.

The result of a combined analysis for quantities which 
are experimentally known is then either satisfactory 
(Fig.4) or still not optimal (Fig.5). This determines the 
accuracy which one can claim for quantities, for which 
there is no experimental knowledge like certain mo-
ments of Generalized Parton Distribution (GPDs) and the 
nucleon sigma term.

Moments of GPDs

Today the understanding of hadron structure is so ad-
vanced that one is interested in dozens of functions al-
ready just for the proton. A large class of these can be 
grouped together in a unified formulation called Gen-
eralized Parton Distributions (GPDs). State-of-the-art 
calculations of these requires to perform very many dif-
ferent analysis and to histogram the results to obtain 
a reliable estimate for the systematic uncertainties, as 
illustrated in Fig. 6 and 7. The example presented is a 
particularly interesting one because the total angular 
momentum of a quark in a nucleon cannot be meas-
ured directly in an experiment (only the spin part can) 
but is needed to understand how all the different an-
gular momenta in a proton (orbital and spin, quark and 
gluon) add up to one half.

The nucleon sigma term

The nucleon sigma term parameterizes how many virtu-
al strange-antistrange quark pair quantum fluctuations 

Figure 2: The different Lattice ensembles used in this analysis, plotted 
according to the pion mass at which the simulations are performed 
(the physical value is 0.14 GeV ) and the ratio of lattice size and pion 
Compton wave length. The lattice constant of each configuration is 
indicated by color.

Figure 3: Results for one specific coupling constant, using dimensional 
renormalization at a momentum scale of 2 GeV. If the excited states 
are not very strongly sup-pressed (blue points) the error bars are 
smallest but one encounters severe lattice artifacts. If they are strongly 
suppressed (lowest data points) the artifacts are much reduced, but the 
statistical error increases. The green band shows the value and system-
atic uncertainty we deduced from many such analysis. These data used 
are from just one ensemble, see [1] for details. 
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exist on average in a proton. This quantity is obtained 
from the evaluation of so called “disconnected” 3-point 
functions, as illustrated in Fig.6. This name is actually a 
misnomer cause by the fact that gluon lines are simply 
not shown. Fig. 1 and 6 represent in reality the coherent 
sum over infinitely many amplitudes, containing arbi-
trarily many additional gluon lines. 

In recent years the interest in the proton sigma term 
has greatly increased not only because it parameteriz-
es the coupling of detector material to dark matter but 
also because it became more and more clear that one 
encounters a severe conflict between results of effec-
tive field theory, which describes the low energy limit 

of QCD, and Lattice QCD. This discrepancy is a matter 
of grave concern, because both frameworks are accept-
ed as stringent formulations which therefore have to 
agree. If they do not this could indicate in the worst 
case, that one of them has a fundamental, yet unknown 
problem and thus could invalidate many previous re-
sults. We improved on previous lattice calculations be 
evaluating the disconnected graphs explicitly in [2] but 
our result, 35.0 (6.1) MeV, agrees perfectly with other 
lattice determinations, and is much smaller than the 
value suggested by effective field theory, which in turn 
might be in better agreement with experimental sug-
gestions from LHC, though this connection can only be 
made within rough models. Thus the problem of the 
proton sigma term is rather accentuated than resolved 
by our results. 

A more efficient way of calculating hadron matrix 
elements ?

Lattice QCD calculations involve very many technical 
problems most of which we have not even hinted to 
so far. One of them is that because the quantity one 
evaluates has to be local in (imaginary) time one can-
not calculate directly most quantities one is interested 
in, like GPDs, but only special integrals of them, called 
moments. 

The standard procedure is to assume some parameteri-
zation for, e.g., a GPD, to then calculate the moments in 
terms of the parameters and to choose the latter such 
that the lattice results for the moments are reproduced. 
It would be much better to have a direct method to get 
the full functional form of, e.g. GPDs, directly from the 
lattice. A way to do so was proposed in [3]. The idea is 
basically to calculate on the lattice only what is easy 
to calculate, namely correlators local in imaginary time 

Source: 3 quarks

filtering the source state filtering the sink state

physical matrix element

Sink: 3 quarks

propagation in imaginary time

Figure 4: Our results for the ratio of the iso-vector axial coupling con-
stant of the nucleon and the pion decay constant, a case which works 
out perfectly (the experimental values is shown as black star).

Figure 5: Our results for a specific tensor coupling. This is our worst case, 
in which we face a twenty percent discrepancy.

Figure 8: A disconnected contribution which describes, e.g.,  
the strangeness content of the proton.

Figure 6: The two relevant generalized form factors are fit for different 
momenta in many different ways to the lattice data. Each point pre-
sents the result of one such a fit. 

0.18 0.20 0.22 0.24 0.26 0.28
Ju−d

Figure 7: Resulting histogram of thousands of fits for the total angular 
momentum carried by up quarks minus that carried by down quarks in 
a nucleon. 
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but non-local in space, and to relate it to what is need-
ed, namely correlators non-local in time and space, by 
perturbative QCD in the continuum theory. The techni-
cal challenge to make this work in practice is to realize 
large spatial hadron momenta on the lattice. Recently we 
managed to do so, see Fig. 9, 10 and 11. We hope that this 
will greatly improve the quality with which hadron prop-
erties can be studied on the lattice, in future.
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Figure 9: The basic idea to realize large spatial hadron momenta. Con-
ventional smearing is illustrated in the first row. In the new method we 
use smearing with a super-imposed plane wave. 

Figure 11: The same as Fig. 8 but now for the pion. 

Figure 10: The resulting dispersion relation for the proton. With the 
conventional method (blue data points) one cannot achieve momen-
ta larger than 1 GeV, which is insufficient . With the new method we 
can easily realize 3 GeV, which should be sufficient. (The momentum 
squared must be significantly large than 1 GeV squared.) 

The upshot of our investigations is, that once you have 
really large statistics, as we have, one encounter a lot of 
problems which before were kind of hidden by the error 
bars, but that up to now all of these could be solved. 
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Introduction

In the Standard Model (SM) of particle physics the inter-
actions between the elementary particles are mediated 
by the strong and electro-weak forces. The strong forces 
are described by the theory of Quantum Chromodynam-
ics (QCD). QCD forces are mediated by gluons between 
the quarks, which are the fundamental building blocks 
of all hadrons, especially the proton and the neutron, and 
therefore of most matter around us. Six different quark 
flavors grouped in 3 generations have been observed in 
Nature (up and down, charm and strange, top and bot-
tom), which differ, e.g., in their masses but also their 
electric charges. The electro-weak forces are described 
by another gauge field theory, the electro-weak theory of 
which for example Quantum Electrodynamics mediating 
the electric forces via photons is a subgroup. Since the 
quarks carry electric charges, the electro-weak forces act 
via photons between different quarks. But there are also 
the W- and Z-bosons as further force carriers in the elec-
tro-weak theory being responsible for more interactions 
between the elementary particles, also including the lep-
tons (electron, muon, tau and their respective neutrinos).

The eigenstates of the two theories, QCD and electro-weak 
theory, do not coincide. The electro-weak mixing matrix, 
commonly referred to as the Cabibbo-Kobayashi-Maska-
wa (CKM) matrix, describes the mixing between the mass 
and electro-weak eigenstates of the different quark fla-
vors in the SM. Originally formulated for two generations 
of quark flavors in 1963 by Cabibbo, later Kobayashi and 
Maskawa realized that in accordance  with the observed 
violation of charge-parity (CP) symmetry at least a third 
generation of quark flavors had to be added. The existence 
of such a third generation was shown by the discovery of 
the bottom-quark in 1977. Eventually, the completeness of 
the third generation was verified experimentally with the 
discovery of the top-quark at Fermilab’s Tevatron acceler-
ator in 1995. Over time, the elements of the CKM-matrix 
have been measured and extracted with increasing pre-
cision. They are particularly interesting, because unitarity 
violations of the matrix may give hints for physics beyond 
the SM. Particle collider experiments like the Large Hadron 
Collider (LHC) at CERN or the Belle2 experiments presently 
are or will in the near future produce improved measure-
ments to determine these matrix elements.

In such experiments decay rates for certain processes 
involving the elementary particles or bound states of 
those, like mesons or hadrons, are measured. To extract 
the CKM-matrix elements from such measurements, 
one has to know the different contributions of the QCD 
and electro-weak interactions in these processes. Due 
to their nature, unlike the electro-weak contributions 
which can be (at least in principle) calculated analytical-
ly order-by-order in a perturbative expansion to the de-
sired precision, for the strong forces such a perturbative 
expansion is not possible. But it is possible to simulate 
QCD numerically on a discretized, finite space-time lat-
tice. Basically, one first generates a statistical ensemble 
of gauge configurations, which sample the correct distri-
bution of the gluon fields according to the QCD action. 
Then one “measures” the interactions between quarks 
and the hadronic operators of interest by calculating 
propagator functions on the generated gauge fields 
and combine them with certain operators. Numerically 
this requires the inversion of large sparse matrices to 
obtain the propagators between certain quarks. These 
lattice-QCD simulations have matured over the last dec-
ades such that by today reliable results from simulations, 
e.g., for the mass spectrum of the hadrons and certain 
hadronic matrix elements are available.

Currently, the biggest uncertainty in the first row unita-
rity relation 
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been observed in Nature (up and down, charm and
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masses but also their electric charges. The electro-weak
forces are described by another gauge field theory, the
electro-weak theory of which for example Quantum
Electrodynamics mediating the electric forces via photons
is a subgroup. Since the quarks carry electric charges,
the electro-weak forces act via photons between different
quarks. But there are also the W- and Z-bosons as further
force carriers in the electro-weak theory being responsible
for more interactions between the elementary particles,
also including the leptons (electron, muon, tau and their
respective neutrinos).

The eigenstates of the two theories, QCD and electro-
weak theory, do not coincide. The electro-weak mixing
matrix, commonly referred to as the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, describes the mixing between
the mass and electro-weak eigenstates of the different
quark flavors in the SM. Originally formulated for two
generations of quark flavors in 1963 by Cabibbo, later
Kobayashi and Maskawa realized that in accordance  with
the observed violation of charge-parity (CP) symmetry at
least a third generation of quark flavors had to be added.
The existence of such a third generation was shown by
the discovery of the bottom-quark in 1977. Eventually, the
completeness of the third generation was verified
experimentally with the discovery of the top-quark at
Fermilab's Tevatron accelerator in 1995. Over time, the
elements of the CKM-matrix have been measured and
extracted with increasing precision. They are particularly
interesting, because unitarity violations of the matrix may
give hints for physics beyond the SM. Particle collider
experiments like the Large Hadron Collider (LHC) at
CERN or the Belle2 experiments presently are or will in
the near future produce improved measurements to
determine these matrix elements.

In such experiments decay rates for certain processes
involving the elementary particles or bound states of
those, like mesons or hadrons, are measured. To extract
the CKM-matrix elements from such measurements, one
has to know the different contributions of the QCD and
electro-weak interactions in these processes. Due to their
nature, unlike the electro-weak contributions which can be
(at least in principle) calculated analytically order-by-order
in a perturbative expansion to the desired precision, for
the strong forces such a perturbative expansion is not
possible. But it is possible to simulate QCD numerically
on a discretized, finite space-time lattice. Basically, one
first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
hadronic operators of interest by calculating propagator
functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
simulations have matured over the last decades such that
by today reliable results from simulations, e.g., for the
mass spectrum of the hadrons and certain hadronic
matrix elements are available.

Currently, the biggest uncertainty in the first row unitarity

relation ∣V ud∣
2+∣V us∣

2+∣V ub∣
2=1 originates from the

CKM-matrix element ∣V us∣ , which is our motivation to

address it in this project. Given the available experimental
data, the most precise value for this matrix element can
be obtained from the semi-leptonic kaon decay

K→π l ν (Kl3). From those measurements, one
obtains the combination of the matrix element ∣V us∣

and the vector form factor f +
K π(q2)  at zero

momentum transfer q
2=0 . We will extract the form

factor for the Kl3-decay from lattice measurements of the

matrix element of the weak vector current V μ= s̄ γμ u

between a kaon and pion state with momenta pi and

p f , respectively. The vector current matrix element is

related to the semi-leptonic form factors at momentum

transfer q= pi− p f via

〈π( p f )∣V μ∣K ( pi)〉=
               = f +

K π(q2) ( pi+ p f )μ+ f −
K π(q2) ( pi− p f )μ .

High precision results for the vector form factor can be
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experimentally with the discovery of the top-quark at
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elements of the CKM-matrix have been measured and
extracted with increasing precision. They are particularly
interesting, because unitarity violations of the matrix may
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experiments like the Large Hadron Collider (LHC) at
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the near future produce improved measurements to
determine these matrix elements.

In such experiments decay rates for certain processes
involving the elementary particles or bound states of
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(at least in principle) calculated analytically order-by-order
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first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
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functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
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by today reliable results from simulations, e.g., for the
mass spectrum of the hadrons and certain hadronic
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building blocks of all hadrons, especially the proton and
the neutron, and therefore of most matter around us. Six
different quark flavors grouped in 3 generations have
been observed in Nature (up and down, charm and
strange, top and bottom), which differ, e.g., in their
masses but also their electric charges. The electro-weak
forces are described by another gauge field theory, the
electro-weak theory of which for example Quantum
Electrodynamics mediating the electric forces via photons
is a subgroup. Since the quarks carry electric charges,
the electro-weak forces act via photons between different
quarks. But there are also the W- and Z-bosons as further
force carriers in the electro-weak theory being responsible
for more interactions between the elementary particles,
also including the leptons (electron, muon, tau and their
respective neutrinos).

The eigenstates of the two theories, QCD and electro-
weak theory, do not coincide. The electro-weak mixing
matrix, commonly referred to as the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, describes the mixing between
the mass and electro-weak eigenstates of the different
quark flavors in the SM. Originally formulated for two
generations of quark flavors in 1963 by Cabibbo, later
Kobayashi and Maskawa realized that in accordance  with
the observed violation of charge-parity (CP) symmetry at
least a third generation of quark flavors had to be added.
The existence of such a third generation was shown by
the discovery of the bottom-quark in 1977. Eventually, the
completeness of the third generation was verified
experimentally with the discovery of the top-quark at
Fermilab's Tevatron accelerator in 1995. Over time, the
elements of the CKM-matrix have been measured and
extracted with increasing precision. They are particularly
interesting, because unitarity violations of the matrix may
give hints for physics beyond the SM. Particle collider
experiments like the Large Hadron Collider (LHC) at
CERN or the Belle2 experiments presently are or will in
the near future produce improved measurements to
determine these matrix elements.

In such experiments decay rates for certain processes
involving the elementary particles or bound states of
those, like mesons or hadrons, are measured. To extract
the CKM-matrix elements from such measurements, one
has to know the different contributions of the QCD and
electro-weak interactions in these processes. Due to their
nature, unlike the electro-weak contributions which can be
(at least in principle) calculated analytically order-by-order
in a perturbative expansion to the desired precision, for
the strong forces such a perturbative expansion is not
possible. But it is possible to simulate QCD numerically
on a discretized, finite space-time lattice. Basically, one
first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
hadronic operators of interest by calculating propagator
functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
simulations have matured over the last decades such that
by today reliable results from simulations, e.g., for the
mass spectrum of the hadrons and certain hadronic
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also including the leptons (electron, muon, tau and their
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give hints for physics beyond the SM. Particle collider
experiments like the Large Hadron Collider (LHC) at
CERN or the Belle2 experiments presently are or will in
the near future produce improved measurements to
determine these matrix elements.
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those, like mesons or hadrons, are measured. To extract
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has to know the different contributions of the QCD and
electro-weak interactions in these processes. Due to their
nature, unlike the electro-weak contributions which can be
(at least in principle) calculated analytically order-by-order
in a perturbative expansion to the desired precision, for
the strong forces such a perturbative expansion is not
possible. But it is possible to simulate QCD numerically
on a discretized, finite space-time lattice. Basically, one
first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
hadronic operators of interest by calculating propagator
functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
simulations have matured over the last decades such that
by today reliable results from simulations, e.g., for the
mass spectrum of the hadrons and certain hadronic
matrix elements are available.
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Introduction

In the Standard Model (SM) of particle physics the
interactions between the elementary particles are
mediated by the strong and electro-weak forces. The
strong forces are described by the theory of Quantum
Chromodynamics (QCD). QCD forces are mediated by
gluons between the quarks, which are the fundamental
building blocks of all hadrons, especially the proton and
the neutron, and therefore of most matter around us. Six
different quark flavors grouped in 3 generations have
been observed in Nature (up and down, charm and
strange, top and bottom), which differ, e.g., in their
masses but also their electric charges. The electro-weak
forces are described by another gauge field theory, the
electro-weak theory of which for example Quantum
Electrodynamics mediating the electric forces via photons
is a subgroup. Since the quarks carry electric charges,
the electro-weak forces act via photons between different
quarks. But there are also the W- and Z-bosons as further
force carriers in the electro-weak theory being responsible
for more interactions between the elementary particles,
also including the leptons (electron, muon, tau and their
respective neutrinos).

The eigenstates of the two theories, QCD and electro-
weak theory, do not coincide. The electro-weak mixing
matrix, commonly referred to as the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, describes the mixing between
the mass and electro-weak eigenstates of the different
quark flavors in the SM. Originally formulated for two
generations of quark flavors in 1963 by Cabibbo, later
Kobayashi and Maskawa realized that in accordance  with
the observed violation of charge-parity (CP) symmetry at
least a third generation of quark flavors had to be added.
The existence of such a third generation was shown by
the discovery of the bottom-quark in 1977. Eventually, the
completeness of the third generation was verified
experimentally with the discovery of the top-quark at
Fermilab's Tevatron accelerator in 1995. Over time, the
elements of the CKM-matrix have been measured and
extracted with increasing precision. They are particularly
interesting, because unitarity violations of the matrix may
give hints for physics beyond the SM. Particle collider
experiments like the Large Hadron Collider (LHC) at
CERN or the Belle2 experiments presently are or will in
the near future produce improved measurements to
determine these matrix elements.

In such experiments decay rates for certain processes
involving the elementary particles or bound states of
those, like mesons or hadrons, are measured. To extract
the CKM-matrix elements from such measurements, one
has to know the different contributions of the QCD and
electro-weak interactions in these processes. Due to their
nature, unlike the electro-weak contributions which can be
(at least in principle) calculated analytically order-by-order
in a perturbative expansion to the desired precision, for
the strong forces such a perturbative expansion is not
possible. But it is possible to simulate QCD numerically
on a discretized, finite space-time lattice. Basically, one
first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
hadronic operators of interest by calculating propagator
functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
simulations have matured over the last decades such that
by today reliable results from simulations, e.g., for the
mass spectrum of the hadrons and certain hadronic
matrix elements are available.

Currently, the biggest uncertainty in the first row unitarity

relation ∣V ud∣
2+∣V us∣

2+∣V ub∣
2=1 originates from the

CKM-matrix element ∣V us∣ , which is our motivation to

address it in this project. Given the available experimental
data, the most precise value for this matrix element can
be obtained from the semi-leptonic kaon decay

K→π l ν (Kl3). From those measurements, one
obtains the combination of the matrix element ∣V us∣

and the vector form factor f +
K π(q2)  at zero

momentum transfer q
2=0 . We will extract the form

factor for the Kl3-decay from lattice measurements of the

matrix element of the weak vector current V μ= s̄ γμ u

between a kaon and pion state with momenta pi and

p f , respectively. The vector current matrix element is

related to the semi-leptonic form factors at momentum

transfer q= pi− p f via

〈π( p f )∣V μ∣K ( pi)〉=
               = f +

K π(q2) ( pi+ p f )μ+ f −
K π(q2) ( pi− p f )μ .

High precision results for the vector form factor can be

 at zero momentum transfer 
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experimentally with the discovery of the top-quark at
Fermilab's Tevatron accelerator in 1995. Over time, the
elements of the CKM-matrix have been measured and
extracted with increasing precision. They are particularly
interesting, because unitarity violations of the matrix may
give hints for physics beyond the SM. Particle collider
experiments like the Large Hadron Collider (LHC) at
CERN or the Belle2 experiments presently are or will in
the near future produce improved measurements to
determine these matrix elements.

In such experiments decay rates for certain processes
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has to know the different contributions of the QCD and
electro-weak interactions in these processes. Due to their
nature, unlike the electro-weak contributions which can be
(at least in principle) calculated analytically order-by-order
in a perturbative expansion to the desired precision, for
the strong forces such a perturbative expansion is not
possible. But it is possible to simulate QCD numerically
on a discretized, finite space-time lattice. Basically, one
first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
hadronic operators of interest by calculating propagator
functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
simulations have matured over the last decades such that
by today reliable results from simulations, e.g., for the
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least a third generation of quark flavors had to be added.
The existence of such a third generation was shown by
the discovery of the bottom-quark in 1977. Eventually, the
completeness of the third generation was verified
experimentally with the discovery of the top-quark at
Fermilab's Tevatron accelerator in 1995. Over time, the
elements of the CKM-matrix have been measured and
extracted with increasing precision. They are particularly
interesting, because unitarity violations of the matrix may
give hints for physics beyond the SM. Particle collider
experiments like the Large Hadron Collider (LHC) at
CERN or the Belle2 experiments presently are or will in
the near future produce improved measurements to
determine these matrix elements.
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those, like mesons or hadrons, are measured. To extract
the CKM-matrix elements from such measurements, one
has to know the different contributions of the QCD and
electro-weak interactions in these processes. Due to their
nature, unlike the electro-weak contributions which can be
(at least in principle) calculated analytically order-by-order
in a perturbative expansion to the desired precision, for
the strong forces such a perturbative expansion is not
possible. But it is possible to simulate QCD numerically
on a discretized, finite space-time lattice. Basically, one
first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
hadronic operators of interest by calculating propagator
functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
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by today reliable results from simulations, e.g., for the
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The existence of such a third generation was shown by
the discovery of the bottom-quark in 1977. Eventually, the
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extracted with increasing precision. They are particularly
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experiments like the Large Hadron Collider (LHC) at
CERN or the Belle2 experiments presently are or will in
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determine these matrix elements.
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has to know the different contributions of the QCD and
electro-weak interactions in these processes. Due to their
nature, unlike the electro-weak contributions which can be
(at least in principle) calculated analytically order-by-order
in a perturbative expansion to the desired precision, for
the strong forces such a perturbative expansion is not
possible. But it is possible to simulate QCD numerically
on a discretized, finite space-time lattice. Basically, one
first generates a statistical ensemble of gauge
configurations, which sample the correct distribution of
the gluon fields according to the QCD action. Then one
“measures” the interactions between quarks and the
hadronic operators of interest by calculating propagator
functions on the generated gauge fields and combine
them with certain operators. Numerically this requires the
inversion of large sparse matrices to obtain the
propagators between certain quarks. These lattice-QCD
simulations have matured over the last decades such that
by today reliable results from simulations, e.g., for the
mass spectrum of the hadrons and certain hadronic
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Kaon semi-leptonic form factor

High precision results for the vector form factor can be 
obtained from lattice simulations of QCD since leading 
lattice artifacts are proportional to the kaon-pion mass 
difference mK – mπ and apply only to the deviation of 
the form factor from unity in the limit mK = mπ. As one 
is ultimately interested in form factors at zero momen-
tum transfer, it is necessary to reach zero or near zero 
momentum transfer in the lattice simulations as well. As 
outlined below, in this study this is achieved by employ-
ing so called twisted boundary conditions.
 
Results

For the analysis Stout-link Non-Perturbative Clover 
(SLiNC)-fermion gauge configurations with Nf = 2+1 fla-
vors are used, which were generated by the QCDSF-col-
laboration [1, 2] and are available at the ILDG.  We used 
four ensembles with pion masses in the range of ap-
proximately 210 to 340 MeV, see Table 1. These ensem-
bles start from the symmetric point at κl = κs and in all 
ensembles the average quark mass (2ml+ms)/3 has been 
kept constant. For each of the three ensembles at lattice 
sizes of 323 x 64 we had around 1800 to 2000 configura-
tions available, while for the ensemble with the lightest 
pion mass at lattice size of 483 x 96 only 600 configura-
tions were available.

Table 1: SLiNC-ensembles at β = 5.50

κl κs L3 x T
0.121040 0.120620 323 x 64

0.121095 0.120512 323 x 64

0.121145 0.120413 323 x 64

0.121166 0.120371 483 x 96

To measure the form factor at zero or near zero momen-
tum transfer, we induce additional momentum either to 
the pion or the kaon state by utilizing twisted boundary 
conditions in the valence quarks, meaning the boundary 
conditions are only applied during the calculation of the 
quark propagators (valence quarks) and were not applied 
during the generation of the gauge configurations. Ap-
plying twist angles 

obtained from lattice simulations of QCD since leading
lattice artifacts are proportional to the kaon-pion mass
difference mK−mπ and apply only to the deviation of

the form factor from unity in the limit mK=mπ . As one

is ultimately interested in form factors at zero momentum
transfer, it is necessary to reach zero or near zero
momentum transfer in the lattice simulations as well. As
outlined below, in this study this is achieved by employing
so called twisted boundary conditions.
 

Results

For the analysis Stout-link Non-Perturbative Clover
(SLiNC)-fermion gauge configurations with N f=2+1
flavors are used, which were generated by the QCDSF-
collaboration [1, 2]  and are available at the ILDG.  We
used four ensembles with pion masses in the range of
approximately 210 to 340 MeV, see Table 1. These
ensembles start from the symmetric point at κl=κ s
and in all ensembles the average quark mass

(2m l+ms)/3 has been kept constant. For each of the

three ensembles at lattice sizes of 32
3×64 we had

around 1800 to 2000 configurations available, while for
the ensemble with the lightest pion mass at lattice size of

48
3×96 only 600 configurations were available.

Table 1: SLiNC-ensembles at β=5.50
κl κs L

3×T

0.121040 0.120620 32
3×64

0.121095 0.120512 32
3×64

0.121145 0.120413 32
3×64

0.121166 0.120371 48
3×96

To measure the form factor at zero or near zero
momentum transfer, we induce additional momentum
either to the pion or the kaon state by utilizing twisted
boundary conditions in the valence quarks, meaning the
boundary conditions are only applied during the
calculation of the quark propagators (valence quarks) and
were not applied during the generation of the gauge
configurations. Applying twist angles θ

k to the spatial

directions k to the quark fields

ψ(xk+L)=e
iθ

kψ(xk )

induces a momentum ∣θ⃗∣/L . Here we follow the 
strategy outlined by the RBC/UKQCD-Coll. [3, 4] for 
achieving zero momentum by implementing either

∣θ⃗K∣=L√(mK
2 +mπ

2

2mπ
)
2

−mK
2
, θ⃗π=0

or

∣θ⃗π∣=L√(mK
2 +mπ

2

2mK
)
2

−mπ
2
, θ⃗K=0 .

The necessary two- and three-point correlation functions 
are then calculated with the twists applied accordingly. 
For the calculation of the three-point correlator the 
sequential source technique is used. The computations 
are performed using the publicly available Chroma 
software package for lattice QCD [5]. The inverter we 
used and optimized for running on the SuperMUC 
architecture is a multi-grid domain-decomposition solver. 
Typically, for the lattice sizes used in this project, we run 
on partition sizes of 1024 nodes, but scaling of our 
inverter code would have allowed the use of larger 
partition sizes as well.

We first started by estimating the pion- and kaon masses 
from two-point correlators using untwisted fermion fields 
for each ensemble. From these masses, we determined 
the twist angles for zero momentum transfer according to 
the above formulae. In the following step the two- and 
three-point applying the twist angles were generated and 
stored to disk. Here we also generated data for additional 
twist angles leading to small but non-zero momentum 
transfer. In that way we will be able to interpolate the form

factors at several q
2 to zero momentum transfer. The 

form factor itself can be obtained from suitable ratios of 
the correlation functions, cf. [3,4].

We acknowledge the generation of the gauge
configurations used in this work by the QCDSF-
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Physics from Lattice QCD” [1,2]. The principal investigator
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GA-2010-268367. 
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Introduction

The study of heat and atmospheric gas exchange across 
the air-water interface received increasing interest in the 
last decades because of its important role in the glob-
al heat and green-house gas budget. Most estimations 
of the heat / gas flux only take wind-shear into account, 
which often results in an over- or under-prediction of 
the actual flux, particularly during low wind conditions. 
Equatorial ocean regions and sheltered lakes are exam-
ples of regions with typically low wind speed. Recent 
studies have reported that in such conditions buoyan-
cy-driven flux cannot be neglected and may even dom-
inate. Hence, to improve the accuracy of the prediction 
of heat and gas fluxes an in-depth understanding of 
the buoyant-convective mixing process in deep waters 
is required. To address this, a series of direct numerical 
simulations (DNS) of interfacial gas transfer driven by a 
surface-cooling-induced buoyant convective instability 
were performed [1, 2].

Results and Methods

The DNS builds on earlier experiments performed at 
KIT. Compared to the size of the experimental domain 
(50x50x42cm3), only a small part adjacent to the water 
surface was modeled (Table 1). As in the experiments, the 
buoyant instability is caused by sudden cooling of the 
water surface. The initial conditions for the velocity and 
concentration fields were set to zero and the tempera-
ture field to T=1 (normalized so that T=0 and T=1 are the 
coldest temperature at the surface and the initial tem-
perature of the warmer bulk water, respectively). 
As a result, a thin thermal boundary layer of cool wa-
ter formed adjacent to the air-water interface, with an 
even thinner layer of gas-saturated water at the top. At 
t=9.6s small random disturbances were added to the 
temperature field to trigger the instability resulting in 
the formation of thin falling sheets of cold water. Con-
sequently, warmer water from the bulk starts to move 
upward resulting in the formation of convection cells. At 
intersections of three or more convection cells –where 
the added quantity of cold water falling down resulted 

in an increase in the local sink velocity – mushroom like 
plumes are formed (Figure 1). These cold sinking plumes 
transport high gas-saturated fluid deep into the bulk as 
shown in Figure 2. 

At the grid plane immediately beneath the surface a typ-
ical net-like pattern is visible which can be seen as the 
footprint of the convection cells in the water.

Table 1: Overview of the simulations.

Case Sc Base mesh 
(grid points) 

Domain 
(cm3)

RaL

BC3 20; 500 800x800x512 10x10x10 34000
BC4 20; 500 800x800x352 10x10x5 34000
BC5 20; 500 400x400x256 5x5x5 23000

 
Snapshots of the net-like pattern show that in time the 
convection cells tend to grow. The high resolution of the 
present DNS allowed a quantitative prediction of the av-
erage convection cell-size near the surface LC. LC, togeth-
er with the velocity fluctuations at the surface usurf were 
found to be relevant choices for the length and velocity 
scales, respectively, to be used in the large-eddy model 
for the estimation of the transfer velocity KL. 

As illustrated by the isolines for the scalar concentration 
with Schmidt number (Sc) = 500 (relevant for the trans-
fer of oxygen in water) in Figure 2, the transfer of high Sc 
atmospheric gaseous into water is characterized by an 
extremely thin gas boundary layer and instantaneous oc-
currence of steep gradients in other regions. To accurate-
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Figure 1: Isosurface of 
T=0.75 flooded with 
the vertical velocity 
that is normalized by 
U=κ / L=0.0158 mm/s, 
where κ is the thermal 
diffusivity of water at 
298.15K.

4



101

Buoyant-convectively driven heat and gas exchange

ly simulate this problem, we used a specifically designed 
numerical scheme capable of resolving the scalar field 
without having under- and/or over-shoots of the scalar 
quantity. In this code, the 5th-order WENO-scheme [3] 
for scalar convection, combined with a 4th-order central 
method for scalar diffusion, was implemented on a stag-
gered and stretched mesh. In the simulations, up to five 
convection-diffusion equations for the scalar and temper-
ature were solved simultaneously (further details in [2, 4]). 

To optimize the load balancing, in each simulation the 
computational domain was divided into a number of 
blocks of equal size, each of which was assigned to 
its own processing core (Table 2). The standard Mes-
sage-Passing-Interface (MPI) was used for the exchange 
of data between processes. MPI-I/O routines were used 
for the input and output of the large amount of data 
that need to be periodically stored to be able to continue 
runs. Memory usage was minimized by allowing certain 
scalars to be solved on the coarse mesh while others 
were solved on the refined mesh. 

As implied above, to resolve high Sc transport process-
es, a very fine mesh for the scalar is needed. Because of 
the special numerical scheme, the usage of a refinement 
factor of 3 for the Sc=500 scalar field was found to be 
sufficient in the present runs. The required computing 
resources were still significant but feasible (cf. Table 2). 
Each simulation typically generated twelve files. The 
overall storage needed (including the on-going large 
scale simulation described below) is about 19TB.

Table 2: Refined mesh size and used resources.

Case Refined  
scalar mesh

Simulated 
time (s)

Cores CPUh

BC3 2400x2400x1536 130 16,384 6.9x106

BC4 2400x2400x1056 73 11,264 2.9x106

BC5 1200x1200x768 67 4,096 0.4x106

On-going Research / Outlook

Running on SuperMUC allowed us to perform very large 
scale, highly accurate numerical simulations of gas 
transfer across the air-water interface at high Schmidt 
numbers. The installation of phase 2 made it possible to 
further increase the resolution in our simulations so that 
we are currently able to run simulations at higher tur-
bulent Reynolds numbers (RT). These DNS calculations, to 
our knowledge, are the first that allow a detailed study of 

the gas transfer driven by high intensity turbulence dif-
fusing from below (case ITfs1 : RT up to 2000). Such high-
ly turbulent simulations are crucial to study the role of 
small vortical structures in the gas transfer mechanism. 

To be able to run our simulation on such a fine mesh we 
had to exchange the traditional I/O (using one result 
file per processing core) by MPI I/O. Also, we needed to 
minimize the memory requirements by using dynam-
ic memory allocation for all arrays and (as mentioned 
above) allowing certain scalars to be calculated on the 
coarse (base) mesh while only a selected few are calcu-

lated on the fine mesh. Restrictions that we encountered 
were mainly related to available memory, both internal 
memory and disk space. While solving the memory prob-
lem we cooperated with Mohamed Shaheen from IBM 
to help solve some issues with intel MPI that occurred 
when running large jobs.

A snapshot of the concentration iso-contours from this 
large ITfs1 simulation (Figure 3) clearly shows the dynam-
ics of the eddies impinging on the surface affecting the 
gas transfer. For this particular case 20,992 cores were 
employed, a total of 5x106 CPUh were used to achieve a 
well-developed turbulent flow-field and another 11x106 
CPUh for resolving the interfacial gas transfer (Sc=20 
and 500). It should be noted that at some occasions Su-
perMUC had experienced stability problems (e.g. hard-
ware failures) that cost us a non-negligible amount of 
computing time. At present, the results already reached a 
statistically quasi steady behavior. Approximately anoth-
er 2.5 x 106 CPUh would be needed for recording a series 
of snapshots of the 3D flow and concentration fields that 
allow us to explore features (e.g. 3D vortical structures) 
important to gas transfer.

In the simulations described above, idealized conditions 
without surface contamination (free-slip boundary 
condition) were used. In reality, water surfaces are rare-
ly clean. It is therefore our aim to perform further DNS 
computations of gas transfer by adding complexities as 
occurring in nature such as surface contaminations and 
also the combined effect of buoyancy-induced and iso-
tropic-turbulence-induced flow. 
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Figure 3: Simulation 
ITfs1 : Isosurface of 
25% concentration 
saturation of Sc=20 
and RT≈2000.

Figure 2: Correlation between 
temperature field (colour) and 
the Sc=500 scalar (isolines : 
C=0.1 to 0.6). 
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Introduction

With constantly growing fuel prices and toughening of 
environmental legislation, the vehicle industry is strug-
gling to reduce fuel consumption and decrease emission 
levels for the new and existing vehicles. One of the ways 
to achieve this goal is to improve aerodynamic perfor-
mance by decreasing aerodynamic resistance. Rotating 
wheels together with the wheelhouses can produce up 
to 25% of the total aerodynamic drag. Furthermore, there 
are power losses associated with the resistance mo-
ments acting on the wheels; originating from the rela-
tive movement of the wheels in the air. In order to better 
understand those losses a closer look at forces acting on 
the rotating wheel is required. 

The improvement of vehicle aerodynamics requires the 
tools of aerodynamics development to perform at ev-
er-increasing levels of accuracy. Computational Fluid 
Dynamic (CFD) is very important due to the complexity 
of problems and accuracy required. Requirements of CFD 
are high process integration to keep pace with vehicle 
development cycle and the accuracy of results must be 
reliable, especially where no experiments are available.
The Open-Source CFD is chosen in this project, because 
the commercial environment for CFD codes are tru-
ly viable for productive use with limited insight or the 
black-box approach. The simulations of full car in a wind 
tunnel have been studied with rotating wheels and dif-
ferent parameters. And the forces and moments were 
calculated through an user-defined utility in OpenFOAM. 

The simulations were carried on on the super computer 
of Munich (supermuc) in Leibniz Supercomputing Center.

Methods

The DrivAer model was selected for the project. The Dri-
vAer model is developed at TU München in cooperation 
with the automotive industry companies BMW and Audi. 
The experiments reported in this project were executed 
in the Wind Tunnel A of the Institute of Aerodynamics 
and Fluid Mechanics at Technical University Munich, a 
1:2.5 model wind tunnel with a blockage ratio 8%. The 
test section is 4.8m long, the cross section of nozzle exit 
is 4.32m2. Vortex generators are installed at the nozzle 
exit to reduce the pressure fluctuations induced by the 
developing shear layers. The maximum wind speed is 
65m/s. Four different Setup experiments were studied, 
which would be used to validate the simulation results.

For the numerical investigation, the open source code 
OpenFOAM was chosen. The customizability of open-
source software, along with the absence of licensing 
restrictions, is increasing its presence in the engineering 
and research environments [1]; the user has the choice 
of technology provider. Full transparency of technology 
permits complete analysis and solves problems, which 
is very flexible for calculating the ventilation moment 
of the rotating wheels. The model is 1:1, according to 
the experiment. To allow for a sufficient development 
of the turbulent characteristics of the flow, the model 
was positioned in the detailed wind tunnel model, with 
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Figure 1: Four different Setups in wind tunnel Figure 2: Simulation Model in wind tunnel
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moving belt, boundary layer scoop, which could make the 
most agreement between experiments and simulations.

The meshing was performed with the commercial soft-
ware Spider. The meshes produced by Spider consist 
prevalently of hexaheder cells, some prisms, pyramids 
and tetraheders. To minimize the computational resourc-
es, the refinement boxes were adjusted to the body ge-
ometry and also the the shear layer and scoop and wheel 
and wheelhouse were also refined. The final mesh size 
depending on the case had around 95 million. The vol-
ume mesh qualities were optimized in OpenFOAM with 
tools to manipulate a mesh,see Fig3.
 
The pressure-velocity coupling in the present work is 
realized using the SIMPLE algorithm implemented in 
simpleFoam. For the Reynolds Averaged Navier Stokes 
Equations (RANS) simulations, the k-ω-SST (Shear-Stress-
Transport) model following Menter [2] was chosen. The 
ω-equation has significant advantages near adverse 
pressure gradient flows, leading to improved wall shear 
stress. The SST model combines the k-ω model near the 
wall and the k-ε model away from the wall as a unified 
two-equation turbulence model. It was developed for ex-
ternal aerodynamic flow simulation and has shown to be 
superior to other two-equation models in view of sepa-
ration, lift and drag prediction.

The simulations were conducted at the velocity u = 41.2 
m/s with rotating wheels, the turbulent intensity is 0.4% 
and the turbulent length scale is 1.5mm, which are in line 
with the inlet conditions during the wind tunnel exper-
iment. To prevent backflow into the domain, the velocity 
boundary condition at the outlet was set to an inletOut-
let condition. A no-slip boundary condition was enforced 
at the walls and a symmetry boundary condition was 
chosen for the wind tunnel buffer. The rotation of the 
wheels is approximated by imposing a rotatingWallVe-
locity boundary condition. The chosen wall function for 
the viscosity term imposes a continuous vt profile near 
the wall based on the velocity, as proposed by Launder 
and Spalding [3]. To solve the transport equations, a ba-
sic second-order scheme linearupwind discretization 
was implemented for the divergence terms. To com-
pute the velocity components from the divergence term 
the Gauss bounded linearUpwindV scheme has been 
chosen. The Gauss linear scheme, a basic second-order 

gradient scheme using the Gauss theorem and face in-
terpolation, was chosen as the base gradient scheme 
for the simulations. Gauss limited was chosen as the sn-
GradSchemes based on the mesh information, normal-
ly when orthogonality is bigger than 60, and cellimited 
Gauss linear scheme was used for gradSchemes, in order 
to avoid unphysical oscillations. 

The results of simulation and wind tunnel experiment 
were compared, and then the project would focus on the 
forces and moments of the wheels. There are pressure 
and shear forces acting on any surface affected by the 
airflow. In the case of the rotating wheel, the surfaces 
affected are the tyre, the rim in wind tunnel, see Figure 
4. The forces mentioned produce a rotational moment of 

resistance around the wheel axle of rotation - the venti-
lation torque, Mvent. It can be calculated in OpenFOAM 
through an user-difined utility: Integrating normal and 
tangential stresses over the surface of rotating wheels, 
to calculate the ventilation moment around the axle of 
rotation [4].

Table 1: CPU hours of simulations

No. of Cells No. of  
CPU core CPU hours

Mesh1 44Mio. 144 1664
Mesh2 96 Mio. 528 11088

The simulations were running on the superMUC. in Lei-
bniz Supercomputing Center. Table1 shows the needed 
resources, for one simulation with 44Mio cells and 96 
Mio cells respectively, the CPU hours of Mesh 2 are 11088 
hours. For the RANS simulations of the project, 20 cases 
of different parameters of cars and Reynolds numbers are 
needed, as many as 0.2 Mio CPU hours would be needed 
for the RANS simulations for this single project and more 
CPU hours would be needed for the DES simulations in 
the future. One case need storage of about 31G, the overall 
storage needed in project should be around 350G at least.
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Introduction

We investigate a novel apparatus that employs gasdy-
namic processes to produce nanoparticles in industrial 
scale and of high quality. The device consists of two sub-
sequent chocked Laval nozzles. Sonic speed is reached in 
the primary nozzle throat and the flow is then further ac-
celerated to supersonic speed. The static temperature and 
the static pressure of the hot pressurized gas decrease 
during the acceleration. A precursor – the source material 
which is burnt to provide the combustion products for the 
formation of the nanoparticles further downstream – is 
injected into the flow below ignition conditions. The sec-
ondary Laval nozzle forces the flow to return to subsonic 
conditions ideally by forming a single normal gasdynam-
ic shock. Passing the shock, pressure and temperature 
instantaneously jump above ignition conditions of the 
precursor and the particle growth starts at a well-defined 
location and under specified thermodynamic conditions.

In real operation, where the process is affected by viscous 
boundary layers at the channel walls, subsonic condi-
tions are not fashioned by a single normal shock but by a 
complex system of oblique shocks and expansion waves, 
referred to as pseudo-shock system. Thus, deceleration 
to subsonic speed is achieved no longer instantaneously. 
Moreover, flow separation at the walls leads to recircula-
tion zones and adds inhomogeneity to the flow field. The 
focus of the present work is the numerical investigation 
of the mean flow pattern and the transient behavior of 
this pseudo-shock system.

Methods

We perform highly resolved Large-Eddy Simulations 
(LES) with our in-house flow solver INCA to investigate 
the topology and real-time dynamics of pseudo-shock 
systems in the divergent part of the primary Laval nozzle 
based on the setup of a reference experiment [1]. These 
LES incorporate, for the first time, the full 3-D geometry 
of the rectangular Laval nozzle duct including parallel 
sidewalls, such that the influences of secondary flow 
features and flow separation at all channel walls can be 

analyzed. Our numerical discretization method and LES 
subgrid-scale model ALDM is specifically designed for 
compressible turbulence and shock-turbulence interac-
tion [2]. Sophisticated numerical techniques such as lo-
cally refined grids, an immersed boundary method, and 
the recycling-rescaling method at the domain inlet are 
employed to facilitate these unprecedented, computa-
tionally challenging simulations. 

Comprehensive statistical data is generated that will 
also help to validate and further improve simpler ap-
proaches such as Reynolds-averaged simulations (RANS) 
[3]. Within this paper we give an overview of the progress 
during the recent project phase.

Flow field analysis

Figure 1 shows the wall pressure distribution predicted 
by the LES (solid line) compared to experimental data 
(squares). Location of the pressure jump caused by the 
primary shock as well as extent of the pressure rise is in 
excellent agreement. A detailed validation against ex-
perimental results and further information about the 
set-up can be found in [4].

Figure 2 shows transient snapshots of the axial density 
gradient predicted by the LES at different points in time. 

Large-eddy simulation of a pseudo-shock 
system in a Laval nozzle
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Figure 1: Validation of the wall pressure distribution predicted by the sim-
ulations (solid line) against experimental data (squares) provided by [1]
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Figure 2: Numerical schlieren pictures showing the axial density 
gradient at two different instances. Top: Symmetric shape. Bottom: 
Asymmetric shape.

Shocks occur in black, expansions in withe. It depicts the 
complex structure of the pseudo-shock system consist-
ing of a bifurcated primary shock followed by expansions 
and several curved shocks at both instances. 

Although the channel geometry is symmetric, Gawehn 
et al. [1] showed that the shocktrain is not permanently 
symmetric along the centerline of the channel. It shows 
a stochastic asymmetry and bends to the channel walls. 
This behavior can be reproduced by unsteady RANS simu-
lations, but the underlying mechanism has not been com-
pletely understood yet. During the recent project period, 
we observed this asymmetry also in our LES as presented 
in Figure 2. While located along the centerline in the up-
per picture, the pseudo-shock system is bent to the lower 
channel wall at the later instance (bottom). The detailed 
transient data provided by the time-resolved LES allows 
for better insight into this mechanism, which may lead to 
strategies for controlling and avoiding it.

Shock-induced precursor mixing

Another objective of this work is the investigation of the 
distribution of the injected precursor over the channel 
cross section while passing the pseudo-shock system. A 
homogeneous mixture is very important for the quality 
of the produced nanoparticles. Therefore we analyzed the 
turbulent transport and mixing of passive scalars injected 
at four representative locations within the inlet plane.

Figure 3 shows the cumulated distribution of the pas-
sive scalars based on our LES results. For visualization of 
the flow topology, the Mach number distribution at the 
mid-plane is shown. The centrally injected scalar 
passes mostly normal shocks and does 
not spread over the channel 
cross section, whereas 

the scalars injected near the nozzle walls are successively 
transported into the core flow. This is an important find-
ing because sedimentations within the hot recirculation 
zones are reduced and particle growth within the core 
flow is more homogenous. 

Outlook

These high-fidelity simulations clearly require a high 
performance computing system. The LRZ supercomput-
ing center provided the resources for this investigation, 
which consumed in total around 30∙106 CPUh on Super-
MUC Phase 1 and 2. The crucial limitation is the available 
memory per compute node. This issue has been sustain-
ably improved during the past project phase by intensive 
review and optimization of our flow solver. The fat node 
island was used for grid generation and post-processing 
of the huge datasets. In the next project phase, we have 
to extend the transient data set enabling a detailed in-
vestigation of the flipping process of the pseudo-shock 
system and collect more data for statistical analysis. 
Moreover, more information about the unsteady be-
havior will explain the interaction between the pseu-
do-shock system and the recirculation zones at the chan-
nel walls in more detail.
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Introduction

The efficient mixing of fuel and oxidizer is essential in 
modern combustion engines. Especially in supersonic 
combustion the rapid mixing of fuel and oxidizer is of 
crucial importance as the detention time of the fuel-ox-
idizer mixture in the combustion chamber is only a few 
milliseconds [1]. The shock-induced Richtmyer-Meshkov 
instability (RMI) promotes mixing and thus has the po-
tential to increase the burning efficiency of supersonic 
combustion engines [2]. However, the shock wave, nec-
essary to induce RMI, causes a second effect in a reactive 
gas mixture. The compression and temperature increase 
over the shock front can ignite the gas mixture, followed 
by a subsonic deflagration or a supersonic detonation 
wave. The reaction wave in turn interacts with the RMI, 
which affects the flow field evolution und the mixing 
significantly.

Our LRZ project [3] is used for two-dimensional simu-
lations of a reacting shock-bubble interaction (RSBI) to 
study the interaction between RMI and shock-induced 
reaction waves. A planar shock wave propagates through 
a gas bubble filled with a reactive gas mixture. The ba-
roclinic vorticity generated at the interface causes the 
bubble to evolve into a vortex ring. Upon contact, the 
incident shock wave is partially reflected and partially 
transmitted. In our setup of a convergent geometry (a 
heavy gas bubble surrounded by a light ambient gas) the 
transmitted shock wave propagates at a lower velocity 
than the incident shock wave. Hence, the transmitted 
shock wave is deformed such that it is focused at the 

downstream pole of the bubble. Pressure and tempera-
ture increase at this shock focusing point, which can be 
sufficient to ignite the gas mixture.

Our setup contains a gas bubble filled with a stoichio-
metric composition of Hydrogen (H2), Oxygen (O2) and 
Xenon, surrounded by pure Nitrogen. The H2-O2 reaction 
is highly pressure sensitive. A previous study has already 
shown promising results by the variation of the initial 
pressure [4]. We use different shock Mach numbers to 
trigger a specific reaction wave type, either deflagration 
or detonation. The latter propagates up to 10E+08 times 
faster than a deflagration wave [5]. The influence of the 
reaction wave type on the mixing and the spatial evolu-
tion of the bubble is studied in detail.

Numerical Method

We use the parallelized numerical framework INCA [6] 
on the SuperMUC to solve the full set of compressible 
reacting multicomponent Navier-Stokes equations. The 
2nd-order accurate Strang time splitting scheme is used 
to separate the stiff source term, containing the chemical 
reaction kinetics, from the Navier-Stokes equations, which 
results in a system of partial differential equations (PDE) 
and a system of stiff ordinary differential equations (ODE). 
The time integration for the PDE system is realized by the 
3rd-order total variation diminishing Runge-Kutta scheme. 
The numerical fluxes at the cell faces are reconstructed 
from cell averages by the adaptive central-upwind 6th-or-
der weighted essentially non-oscillatory (WENO-CU6) 
scheme. The 5th-order backward differentiation formula 
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Introduction
The efficient mixing of fuel and oxidizer is essential in 
modern combustion engines. Especially in supersonic 
combustion the rapid mixing of fuel and oxidizer is of 
crucial importance as the detention time of the fuel-
oxidizer mixture in the combustion chamber is only a few 
milliseconds [1]. The shock-induced Richtmyer-Meshkov 
instability (RMI) promotes mixing and thus has the 
potential to increase the burning efficiency of supersonic 
combustion engines [2]. However, the shock wave,
necessary to induce RMI, causes a second effect in a
reactive gas mixture. The compression and temperature 
increase over the shock front can ignite the gas mixture,
followed by a subsonic deflagration or a supersonic 
detonation wave.  The reaction wave in turn interacts with 
the RMI, which affects the flow field evolution und the 
mixing significantly.

Our LRZ project [3] is used for two-dimensional 
simulations of a reacting shock-bubble interaction (RSBI) 
to study the interaction between RMI and shock-induced 
reaction waves. A planar shock wave propagates through 
a gas bubble filled with a reactive gas mixture. The 
baroclinic vorticity generated at the interface causes the 
bubble to evolve into a vortex ring. Upon contact, the 
incident shock wave is partially reflected and partially 
transmitted. In our setup of a convergent geometry (a 
heavy gas bubble surrounded by a light ambient gas) the 
transmitted shock wave propagates at a lower velocity
than the incident shock wave. Hence, the transmitted 
shock wave is deformed such that it is focused at the 
downstream pole of the bubble. Pressure and 
temperature increase at this shock focusing point, which 
can be sufficient to ignite the gas mixture.

Our setup contains a gas bubble filled with a stoich-

iometric composition of Hydrogen (H2), Oxygen (O2) and 
Xenon, surrounded by pure Nitrogen. The H2-O2 reaction
is highly pressure sensitive. A previous study has already 
shown promising results by the variation of the initial 
pressure [4]. We use different shock Mach numbers to 
trigger a specific reaction wave type, either deflagration or
detonation. The latter propagates up to 108 times faster
than a deflagration wave [5]. The influence of the reaction 
wave type on the mixing and the spatial evolution of the 
bubble is studied in detail.
Numerical Method
We use the parallelized numerical framework INCA [6] on 
the SuperMUC to solve the full set of compressible 
reacting multicomponent Navier-Stokes equations. The 
2nd-order accurate Strang time splitting scheme is used to 
separate the stiff source term, containing the chemical 
reaction kinetics, from the Navier-Stokes equations, which 
results in a system of partial differential equations (PDE) 
and a system of stiff ordinary differential equations (ODE). 
The time integration for the PDE system is realized by the 
3rd-order total variation diminishing Runge-Kutta scheme.
The numerical fluxes at the cell faces are reconstructed 
from cell averages by the adaptive central-upwind 6th-
order weighted essentially non-oscillatory (WENO-CU6) 
scheme. The 5th-order backward differentiation formula is 
applied to solve the stiff source term of the ODE, 
containing the chemical reaction kinetics. A complex H2-
O2 reaction mechanism with eight species and 19 
intermediate reactions is chosen to provide accurate 
results. 

At the current status of our investigations we performed 
eight simulations of RSBI on a grid with 2.4 million cells. 
1067 cores require approximately 200.000 CPUh for each 
simulation. The preceding grid study was conducted on 
grids with an even higher resolution. 4268 cores con-

Figure 1: Contour plots of SBI at Ma = 2.30. Upper parts show the reacting SBI, lower part the inert counterpart.

Figure 1: Contour plots of SBI at Ma = 2.30. Upper parts 
show the reacting SBI, lower part the inert counterpart.
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Figure 3: Molecular mixing fraction. –––: reaction; - - -: no reaction.

nation waves propagating towards each other. The reac-
tive gas mixture is consumed faster, which has a certain 
influence on the global properties of the RSBI.

The lowest shock Mach number of Ma = 2.13 induces a 
subsonic deflagration wave with a long ignition delay 
time. The low propagation velocity and the late ignition 
lead to a minor influence of the chemical reaction on the 
bubble evolution. The growth of the secondary instabil-
ities is only affected in the long-term evolution, which 
reduces the influence of the deflagration wave on the 
mixing process distinctly.

We use the molecular mixing fraction to determine the 
influence of the reaction waves on the mixing of the 
bubble gas with the surrounding gas. Figure 3 outline the 
temporal evolution of the mixing, which is significantly 
reduced by both reaction types. All reacting simulations 
show a decrease compared to their inert counterparts. 
The deflagration wave reduces mixing up to 30%. An 
even stronger effect is observed for detonation waves, 
leading to a decrease of up to 50%.

On-going Research / Outlook

The presented study will be extended to higher shock 
Mach numbers. We expect shorter induction times and 
more intense detonations, which in turn affects the 
global bubble evolution and mixing. Furthermore we 
are working on the extension to three-dimensional sim-
ulations of RSBI, which will require a certain amount of 
numerical optimization and performance enhancement. 
These computations will provide a deeper understand-
ing of the three-dimensional effects during a RSBI and 
the influence on mixing processes.
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is applied to solve the stiff source term of the ODE, con-
taining the chemical reaction kinetics. A complex H2-O2 
reaction mechanism with eight species and 19 intermedi-
ate reactions is chosen to provide accurate results.

At the current status of our investigations we performed 
eight simulations of RSBI on a grid with 2.4 million cells. 
1067 cores require approximately 200.000 CPUh for each 
simulation. The preceding grid study was conducted on 
grids with an even higher resolution. 4268 cores con-
sumed approximately 1 million CPUh for a single simula-
tion. Ten species and short timesteps require storage of 
about 1 TB per simulation.

Results and Methods

Simulations of RSBI at three different shock Mach num-
bers between Ma = 2.13 and Ma = 2.50 are investigated. 
The lowest shock Mach number induces a deflagration 
wave, higher shock strength leads to a detonation of the 
gas mixture.

Figure 1 shows the temporal evolution of a reacting SBI 
and its inert counterpart, exemplary at a shock Mach 
number of Ma = 2.30. The temperature contour plots 
of the gas bubble indicate ignition and propagation of 
the reaction wave. The first two contour plots outline 
the propagation of the initial shock wave through the 
bubble gas and the growth of instabilities at the outer 
interface. In the second timestep the ignition spot near 
the downstream pole of the bubble is visible. Thereafter 
the detonation wave propagates through the bubble gas 
within a few microseconds. The strong heat release leads 
to a rapid expansion. The comparison to the inert coun-
ter-part shows the different evolution of the bubble gas. 
The development of the primary vortex cores and the 
secondary instabilities is affected. The last timestep of 
Fig. 1 outlines the decelerated growth of the instabilities 
at the outer interface for the reacting setup. The inert 
simulation shows much finer structures and a higher de-
gree in mixing. 

An increase of the shock Mach number up to Ma = 2.50 
shortens the induction time and leads to an earlier igni-
tion. Furthermore, the complex flow field in a RSBI with 
regions of different compression levels causes two reac-
tion zones with simultaneous ignition. Figure 2 shows a 
temperature contour plot shortly after ignition, outlining 
the detonation waves. An ignition near the upstream as 
well as the downstream pole of the bubble induces deto-

Figure 2: Multiple  
detonations at a  
shock Mach number of  
Ma = 2.50.
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Introduction

Modern high performance Liquid Rocket Engines (LRE), 
like the Vulcain II engine, operate at combustion pres-
sures (p>10 MPa) well above the critical pressures of the 
injected propellants. Furthermore, operating conditions 
of most main stage LREs are designed such that one or 
both propellants enter the thrust chamber at cryogen-
ic temperatures. Hence, the injected propellants mix at 
a transcritical state, which is characterized by high liq-
uid-like densities and viscosities. In this transcritical re-
gime the physical properties, e.g., density, viscosity and 
specific heats, are strong non-linear functions of the 
local pressure and temperature. Therefore, trans- and 
supercritical mixing constitutes considerable challenges 
for numerical simulations with regard to physical mod-
eling, numerical stability and computational efficiency.

For our studies we have developed a real gas thermody-
namics framework within our in-house large-eddy simu-
lation (LES) code INCA. As a highly demanding application 
example we confine our study to two selected operating 
conditions of a series of experiments of Oschwald et al. [1] 
in which quantitative density measurements in a coaxial 
LN2/GH2 jet at supercritical pressures (with respect to 
the critical pressure of the pure nitrogen) were obtained. 
This setup is highly challenging both numerically (densi-
ty ratios between main nitrogen and annular hydrogen 
jet ranging from 43 to 166) and thermodynamically (real 
gas mixing effects). In general, shear coaxial injectors, 
as considered in this work, have been investigated in a 
number of experiments and numerical simulations, thus, 
there is a qualitative understanding of the underlying 
physics associated with trans- and supercritical injection 
and mixing. However, it is worth mentioning that espe-
cially quantitative comparisons between experimental 
data and high-fidelity numerical simulations are scarce. 

Numerical Method

We solve the compressible multicomponent Navi-
er-Stokes equations with our in-house LES code INCA 
(www.inca-cfd.org). In order to account for real gas ef-

fects, mass, momentum, and energy equation are closed 
by a cubic equation of state. The temperature is obtained 
from the equation of state using an iterative method, 
provided the density and energy are known. The govern-
ing equations are discretized by a conservative finite-vol-
ume scheme on a Cartesian grid. 

In order to avoid spurious oscillations at sharp density 
gradients, we use a 2nd order total-variation diminishing 
(TVD) flux function for the advection of mass and inter-
nal energy. Effects of unresolved subgrid scales (SGS) are 
modelled by the adaptive local deconvolution method 
(ALDM) of Hickel et al. [2]. The viscous flux is discretised 
using a 2nd order central difference scheme, and a 3rd or-
der explicit Runge-Kutta scheme is used for time integra-
tion. Due to a high grid resolution, small time steps and 
a long integration time, high-performance computing 
power was necessary for all simulations. The computa-
tional grids had up to 116 million cells. The simulations 
were run on up to 8080 cores, and in total, approximate-
ly 16 million core hours were used. All simulations have 
been run on phase 2 of SuperMUC.

Results

Figure 1 depicts a contour plot of the instantaneous tem-
perature distribution for the case E4. Contour levels are 
shown for 118 K < T < 300 K, from dark to light shades, 
superimposed by a second group of contour levels with 

Large-eddy simulation of the coaxial injection of liquid  

nitrogen and gaseous hydrogen under supercritical pressures 
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Figure 1: Instantaneous snapshots of the temperature distribution for 
the cases E4.
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110 K < T< 118 K, from blue to red shades. One can clearly 
identify the cryogenic nitrogen as ‘dark core’, surrounded 
by a co-flow of warm hydrogen. It is interesting to note 
that the temperature in the mixing layer drops below 
its inflow value of 118 K to approximately 110K. This ob-
servation can be attributed to real gas mixing effects. 
Figure 2 (right) is showing a binary phase diagram for 
from a vapor-liquid equilibrium (VLE) calculation with 
the Peng-Robinson EOS: In general, a binary system lying 
within the parameter space enclosed by the dew-point 
and bubble-point line (grey shaded region) may separate 
in a liquid and vapor phase. 

The solid line labeled as ‘Analytical solution’, which par-
tially intersect the two-phase region, depicts the adia-
batic mixture temperature of a H2/N2 system at 4 MPa. 
From this analytical solution we found that the temper-
ature drop in the shear layer is caused by real gas mixing 
effects (rather than by a heat transfer/ diffusion mecha-
nism) [3]. Along with the temperature drop an increase 
in hydrogen density can be observed, c.f. Fig. 2 (left), ex-
ceeding its pure component value at the inflow. This phe-
nomenon has also been recorded experimentally for the 
operating conditions of test case E4. 

In the following we compare our numerical results with 
the experimental data of Oschwald et al. [1]. Figure 3 depict 
axial (centerline) nitrogen density profiles for test case E4 
(nominal inflow). We observe significant differences in the 
potential core region (x/Di < 3) with an experimental and 
numerical nitrogen density of 390.18 kg/m3 and 608.78 
kg/m3, respectively. We note that the observed differences 

in density of approximately 200 kg/m3 cannot be attrib-
uted to an inaccurate equation of state. Measurements 
in a high-pressure low-temperature environment are very 
demanding and introduce a number of uncertainties. 
Oschwald et al. [1] report beam steering and reflection is-
sues along with problems to determine the inlet temper-
ature of the cryogenic nitrogen. Since the nitrogen density 
at injection is very sensitive to small changes in tempera-
ture, we believe that the observed discrepancies between 
experiment and simulation may be founded in a differ-
ent nitrogen temperature prior to injection. Assuming a 
correct density and mass flow rate measurement (rather 
than temperature measurement), we define a test case 
E4fit with a fitted nitrogen bulk velocity u=7.49 m/s and 
inflow temperature TN2=128.274K. Figure 3 depicts the cor-
responding centerline nitrogen density profiles. We now 
observe a very good agreement for the absolute value of 
the predicted nitrogen density, the potential core length 
(i.e. location of break-up) and the axial position for which a 
fully mixed state is obtained (x/Di~10). These preliminary 
results suggest that the nitrogen temperature at injector 
exit could have been higher at the time of data collection. 

Conclusions

The coaxial injection of cryogenic nitrogen and warm 
hydrogen into a supercritical nitrogen atmosphere was 
studied numerically by means of well-resolved large-ed-
dy simulation. We were able to reproduce the increase 
in hydrogen density downstream of jet break-up that 
has been recorded experimentally. Based on the observa-
tion that the definition of inflow boundary conditions in 
terms of temperature and pressure must yield a density 
prior jet break-up much higher than what was measured 
experimentally, we defined a new test case for which 
bulk velocity and injection temperature are adjusted to 
match density and mass flow rate measurement. For this 
fitted boundary condition we observed a good agree-
ment between experimental and numerical data.
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Figure 3: Axial (centerline) nitrogen density profiles for test case E4. 
Comparison between numerical simulation and experimental data of 
Oschwald et al. [1].  

Figure 2: Left: Scatter plot of 
the instantaneous hydrogen 
density. Right: Scatter plot of 
the temperature together with 
the analytical solution of the 
adiabatic mixing temperature 
and prediction of the two-phase 
region.
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Introduction

The industrial application of delta wings reaches from 
classical aerospace engineering, e.g., high-agility aircraft, 
aerodynamic devices or control surfaces, to unique envi-
ronmental technologies, such as snow fences. Common 
to all these applications is the exploitation of leading 
edge vortices, see Figure 1.

Steadiness and stability of these leading edge vortices 
is of paramount importance, in particular for the con-
trollability of high-agility aircraft. Given that vortices 
can undergo a sudden expansion often related to vortex 
breakdown, and considering that the occurrence of this 
phenomenon is critical for aircraft and not yet physical-
ly fully understood, a further investigation leading to a 
profound insight is required. A detailed understanding of 
vortex formation and breakdown necessitates a compre-
hensive insight into the entire unsteady flow, which can 
only be obtained from time-accurate high-fidelity simu-
lations accompanied by experiments.

RANS (Reynolds Averaged Navier-Stokes) simulations 
with appropriate statistical turbulence models are wide-
ly used in industry. However, this simplified approach 
often fails to accurately predict flow separation and re-
attachment. In the case of the VFE-2 delta wing, results 
obtained by RANS simulations poorly resemble existing 
experimental results.

One expects significantly better results from Large Eddy 
Simulation (LES). In LES, the large flow structures are re-
solved, while effects of small structures are modeled by 
subgrid-scale (SGS) turbulence models. In implicit LES 
(ILES), the truncation error of the discretization of the con-
vective terms is carefully tailored to act as a SGS model. 
In this project the Adaptive Local Deconvolution Method 
(ALDM) for implicit LES is used. ALDM has been derived 
from spectral turbulence theory [3] and has shown con-
siderable potential for the efficient representation of 
physically complex flows in generic configuration.

Numerical Method

The simulations have been performed with the flow 
solver INCA, which incorporates the ALDM [3] turbulence 
model for the compressible Navier-Stokes equations. The 
equations are discretized on a collocated Cartesian mesh 
and bounding surfaces of the flow that are not aligned 
with the grid are accounted for by a conservative cut-cell 
immersed boundary method [4]. For time advancement, 
an explicit third-order Runge-Kutta scheme is used. The 
diffusive terms are discretized by a second-order scheme. 
An efficiency improvement is achieved by modeling the 
turbulent boundary layer with a wall model [1] based on 
the Turbulent Boundary Layer Equations (TBLE) and by 
locally adapting the mesh resolution with local mesh re-
finement.

As a result of the high grid resolution and the require-
ment to resolve the unsteady behavior, which necessi-
tates a large number of small time steps, high-perfor-
mance computing power is required. The simulations 
have been mainly run on the fat node island of Super-
MUC, which is equipped with Intel Xeon E7-4870 10C pro-
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Figure 1: Isosurface of pressure coefficient colored by streamwise veloc-
ity for VFE-2 delta wing at AoA 23° and Re=2 million shows helical form 
of vortex breakdown [5].
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cessors and provides 6.4 GByte of memory per core. Tests 
have shown that our MPI parallelized Fortran code INCA 
has very good scaling properties on the fat node island. 
The employed computational grids had up to 74 million 
cells. The simulations were run on up to 2080 cores, and 
in total, approximately 57 million core hours were used. 

Results

Our investigation focused on two aspects: (1) leading 
edge bluntness effects on the primary vortex separation 
and (2) vortex breakdown above the wing and its control. 

With respect to aspect (1), a sharp leading edge (SLE) and 
a medium radius round leading edge (MRLE) were con-
sidered for angles of attack of 13º, 18º, and 23º leading 
to different overall flow characteristics. The large-eddy 
simulations correctly predicted the main flow phenom-
ena and were quantitatively in reasonable to very good 
agreement with experimental measurements of steady 

and unsteady surface pressures (Figure 2) velocity distri-
butions, and vortex breakdown position and frequency. 
With respect to aspect (2), flow control by oscillating 
control surfaces and flow control by a geometric modifi-
cation leading to an injection of fluid from the pressure 
side were investigated, see Figure 3.

Considering the influence on vortex breakdown posi-
tion, the numerical simulations confirmed experimental 
observations regarding oscillating control surfaces, and 
showed promising potential for flow control by the pro-
posed geometric modification, see Figure 4.

Conclusions

Our simulations show that for the massively separat-
ed flow considered, which is dominated by large-scale 
fluctuations, LES outperforms RANS approaches, notably 
regarding the correct prediction of vortex breakdown, 
and is thus an expedient tool to investigate flow control 
mechanisms. 

With regard to future numerical investigations of the 
flow around delta wings, our simulations suggest that 
further improvements can be obtained by using grids 
that are additionally refined in the near-wall region, and 
by resorting to more elaborate wall models. Oscillating 
control surfaces are less efficient for flow control than a 
geometric modification leading to bleeding of fluid from 
the pressure side to the suction side. 
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Figure 3: Configuration without flow control (left), with control surfaces 
in the front part of the wing (center), and with slots in the front part of 
the wing (right) [5].

Figure 2: Results for the pressure coefficient Cp at cross sections x/
cr=0.2,0.4,0.6,0.8, and 0.95 (from left to right and from top to bottom) 
[5]. Red – LES without wall model, blue – LES with TBLE wall model, 
green – refined grid, black – experiment [2].

Figure 4: LES results for vortex breakdown (VB) position with different flow control configurations. Figures show isosurface of streamwise vorticity 
colored by streamwise velocity [5].
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Introduction

Thermal convection is a ubiquitous phenomenon that 
happens in many natural systems and engineering pro-
cesses. It has been studied extensively by an idealized 
model, so-called Rayleigh-Bénard (RB) convection which 
simplifies the real situation to a fluid layer heated from 
below and cooled from above (for reviews, we refer to 
Ahlers, Grossmann & Lohse 2009; Lohse, Xia 2010). 

In RB flow, the study of heat transport efficiency is one 
of the major concerns. Over the past decades, many ef-
forts are devoted to studying how the heat transfer ef-
ficiency (in terms of Nusselt number Nu) depends on 
the Rayleigh number Ra (strength of thermal driving) 
and the Prandtl number Pr (intrinsic fluid property). The 
majority of studies have been conducted on the cell with 
the width-over-height aspect-ratio Γ about one or much 
larger than one for approaching the scenario in plane-
tary convection. However, the small Γ situations are gen-
erally overlooked. Intuitively, one would expect less heat 
transport efficiency in a narrow container due to large ef-
fect of viscous drag from sidewalls. However, the recent 
experimental result by Huang et al. (2013) opposes this 
original thought. They have shown that geometrical con-
finement can lead to significant enhancement of global 
heat transport instead of reduction. This counter-intui-
tive result motivates more in-depth studies on small Γ  
Rayleigh-Bénard convection. 

Previously, we have investigated the RB convection in 
highly confined cell by direct numerical simulations (DNS). 
Our results align the experimental findings by Huang et 
al. (2013) and further unveil that the enhanced heat trans-
port is brought by the increased coherency in thermal 
plumes. In this study, we aim to study comprehensively 
the small Γ scenario by spanning a wider parameter range 
in Γ, which is difficult to accomplish in experiments. With 
this new parameter range, we further reveal the existence 
of the optimal spacing between sidewalls for the best 
heat transport efficiency. Our findings have achieved im-
portant advance in the passive thermal management and 
potentially benefit indoor ventilation.

Numerical Simulation

The approach to simulate thermal convection is to 
solve the incompressible Navier-Stokes equations and 
heat equation. The simulations are carried out by the 
well-tested fourth order finite volume code as described 
in [3]. The performance test had been done on Supermuc 
cluster thin node island up to 8192 cores with 10243 grid 
points and shown to have excellent speed up to 2048 
cores as shown in figure 1.

In this study, Ra spans over three decades from 1x107 to 
1x1010 and the aspect-ratio Γ spans from 1 to 1/64 with 
all simulations fixed at Pr=4.38 which correspond to wa-
ter at 40°C. The temperature boundary conditions are 
adiabatic for all sidewalls and isothermal for top and 
bottom walls. For the velocity boundary conditions, all 
walls are no-slip. For simulations with Pr>1, the Batchelor 
length scale is the smallest length scale for the turbu-
lent flow and thus the meshes are designed to resolve 
the global Batchelor length scale. Besides, much denser 
grid is needed near walls as suggested by Shishkina et 
al. (2010). Our meshes are designed based on the above 
requirements for simulating the reliable results.

Optimal wall spacing for heat transport in  
thermal convection 
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Figure 1: Scalability test of the code with 10243 grid points tested on 
Supermuc thin node island. The black dash line indicates the ideal 
speed-up.
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Results

A major goal of this study is to compare the heat trans-
port efficiency in a highly confined cell to that in cubic 
cell. Therefore, Nu is normalized with that in Γ=1 and 
Nu/Nu(Γ=1) is plotted as a function of Γ as shown in fig-
ure 2. In our previous study, only cases of Ra=1x109 and 
1x1010 are simulated with Γ down to 1/32 and 1/16, re-
spectively. The previous simulations solve the puzzle on 
the cause of enhanced heat transport efficiency under 
confinement by looking at the snapshots of temperature 
fields over the whole domain. Here, with wider param-
eter range both in Ra and Γ, it enables us to observe an 
optimal aspect-ratio of the convection cell for achieving 
the maximum heat transport efficiency compared to the 
cubic case at a given Ra. It is also found that the optimal 
Γ becomes smaller when Ra increased. This trend could 
be described by a power-law relation Γopt=29.37Ra-0.31. Be-
sides, the amount of enhancement is found to be larger 
at larger Ra. For instance, Nu/Nu(Γ=1) can only reach less 
than 1.05 for Ra=1x107 whereas Nu/Nu(Γ=1) can reach 
more than 1.2 for Ra=1x1010.

The observation of the optimal aspect-ratio leads us to 
figure out the physical origin of this optimal point. In 
RB flow, the major heat carrier is the thermal plumes 
which transport heat between top and bottom plates. 
For the cubic case, only a portion of area near top or bot-
tom plates is available for plume emission or impinging. 
The common feature found at Γopt is that half of area is 
available for plume impingement while the other half 
for plume emission. It, therefore, fully utilizes the region 
over plate for heat transport. All of the above results have 
been published in a peer-reviewed journal [6].

On-going Research / Outlook

The simulation of RB flow for Ra up to 1x1010 is compu-
tationally expensive in terms of computing power and 
hard disk storage. Thus, we gratefully acknowledge the 
computational resources supported by Leibniz-Rech-
enzentrum Munich. Compared to Γ=1 situation, a new 
physical picture of heat transport is identified here at 

Γopt for any explored Ra. Therefore, a detailed compari-
son between Γ=1 and Γ=Γopt is valuable for our further 
research, for example, their vertical temperature and ve-
locity profiles. Additionally, we plan to compare the fluid 
with different Pr under geometrical confinement, which 
are computationally expensive for the situations of Pr<<1 
and Pr>>1.
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Subaqueous sediment patterns, also commonly termed 
as dunes, ripples or simply bedforms, can be abundantly 
observed in natural streams or man-made canals. These 
sediment features, besides being simply fascinating, 
have important implications in many field of science and 
engineering. For instance, bedforms greatly influence 
the rate of sediment transport as well as the stability of 
hydraulic structures in a given river. Thus, fundamental 
understanding of the mechanisms which are behind 
their formation as well as predicting their characteristics 
is crucial. However, this task has been very challenging 
thanks to the complex interaction between the sedi-
ment particles and the driving turbulent flow.

In most previous theoretical work on pattern formation, 
the background turbulent flow is typically represented 
by a Reynolds averaged Navier-Stokes equations (RANS) 
model, while the sediment bed evolution is described by 
the Exner equation. The two problems are then coupled 
by an algebraic expression for the particle flux as a func-
tion of the local bed shear stress. Hydro-morphodynamic 
linear stability analysis is then performed to determine 
the stability of the sediment bed [2]. However, there is 
no clear consensus among the different predictions from 
these approaches, and, when compared to experimental 
observations, outcome of these models is unsatisfactory. 
This inadequacy can be linked to, among others, the poor 
predictive capability of the adopted algebraic expres-
sions for the particle flux. Furthermore, these studies are 
unable to describe the subsequent nonlinear bedform 

evolution and the complex interaction between the tur-
bulent flow over the evolving sediment bed. 

Results and Methods

The simulations where performed employing a fluid 
solver which features an immersed boundary technique 
for the efficient and accurate treatment of the moving 
fluid-solid interfaces [3]. Moreover, in dense particulate 
flow problems, in addition to the fluid-particle interac-
tion, the inter-particle contact dynamics is significant. To 
this end, we have developed a discrete element model 
(DEM), which is based on the soft-sphere approach, to 
treat inter-particle collisions. The DEM was successfully 
coupled with the DNS solver by taking into account the 
disparity in time scales between the Navier-Stokes dy-
namics and that of the grain contact [4]. The DNS-DEM 
coupling strategy was extensively validated with respect 
to available experimental data of the erosion and trans-
port of a large number of spherical particles sheared by 
a laminar flow [4]. We have performed a large number 
of ‘small-scale’ simulations covering a wide range of 
values of the governing parameters. These simulations 
were typically running on less than 100 processor cores 
on SuperMUC. Beyond validation, these simulations have 
allowed us to tackle the problem of bedload transport by 
itself. In particular, we have addressed the scaling laws of 
particle flux, fluid and particle velocities inside and above 
the sediment bed, as well as the contribution of hydro-
dynamic and collision forces to the momentum transfer 
between the two phases.

Initiation and evolution of subaqueous  
patterns in channel flow 
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Figure 1 Top view of the particle positions at different times. Particle are colored according to their wall-normal location (increasing from blue to red). 
Flow direction is from left to right. Snapshots are at intervals of 200 bulk time units. Number of of particles considered: 1.1 million.
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Subsequently, we have performed several medium to 
large-scale simulations of the formation of bedforms 
over an erodible bed, both in the laminar and turbulent 
regimes. In order to realistically capture the phenome-
non, we have considered sufficiently large computation-
al domains involving up to 3.6 billion grid nodes, while 
the mobile sediment bed is represented by up to 1.1 mil-
lion freely moving spherical particles. These simulations 
were typically running on 144 to 2304 processor cores. It 
should be noted that our largest simulation is the first 
of its kind to pass the one-million fully resolved particle 
simulation milestone. As is shown in figure 1, sediment 
erosion-deposition process takes place over an initially 
flat bed, which ultimately leads to the emergence and 
evolution of the patterns. We have subsequently analyz-
ed the temporal and spatial evolution of the sediment 
bed. The results of our simulations, with respect to the 
pattern wavelength, amplitude, asymmetric shape as 
well as their propagation velocity, are in excellent agree-
ment with available experimental data [5]. Furthermore, 
by varying the computational box size, we were able to 
find a minimum box dimension which accommodates 
an unstable pattern wavelength, thus determining the 
cutoff length for pattern formation. Currently, we find 
ourselves at the stage of extensive data analysis. As is 
shown in figure 2, the interaction between the turbu-
lent flow and the evolving sediment bed is intriguingly 
complex. For the purpose of characterizing such a flow, 
we are performing dune-conditioned statistical analysis, 
which takes into account the spatial and temporal varia-
bility of the sediment bed.

In performing the simulations, we have consumed a to-
tal of approximately 19 million CPU core hours. 

On-going Research / Outlook

Although the domain sizes considered in our simulations 
are relatively large, they are still considered to be not suf-
ficient to capture a number of important dune features, 
such as their three-dimensional patterning. The invalu-
able computing resources offered by LRZ will enable us 
to pursue a follow-up project to address the outstanding 
issues in the near future.
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Figure 2: Instantaneous three-dimensional flow field and particle positions. 
High intensity of strong vortical regions (shown by grey colored iso- 
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particles are colored based on their wall-normal location. Color 
contours corresponding to the streamwise component of the 
velocity field are shown in the wall- perpendicular section.
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Introduction

Today’s main stage liquid propellant rocket engines (LRE) 
typically operate at supercritical pressures, i.e., at cham-
ber pressures that exceed the critical pressure of the pro-
pellants, and at cryogenic injection temperatures. One or 
both propellants are thus injected at near-critical condi-
tions and mixing, ignition and combustion are largely af-
fected by non-ideal thermodynamic effects. In particular, 
the thermodynamic and transport properties, e.g., densi-
ty, enthalpy, viscosity, are highly non-linear functions of 
temperature and pressure. Moreover, the surface tension 
between liquid and vapor is diminished at sufficiently 
high pressures and mixing is characterized by contin-
uous-phase diffusion rather than by two-phase spray 
atomization. In these diffusion mixing layers, the fluid 
properties change drastically and the density may vary 
by two orders of magnitude within a few micrometers.

Using large-eddy simulations (LES) to perform unsteady 
simulations of such flows allows to generate an under-
standing, which is otherwise difficult to obtain, especially 
since experimental data are scarce. However, performing 
numerical simulations at LRE-typical conditions  poses a 
serious challenge, mainly due to the non-linear behavior 
of the fluid properties near the critical point, and is subject 
of ongoing research. In this project, we aim at developing 
numerical tools that reliably predict trans- and supercrit-

ical injection and combustion. We extended the capabil-
ities of the open-source CFD software OpenFOAM by re-
al-gas thermodynamics and combustion models, which 
allow for an accurate prediction of such flows. The method 
has been applied to simulate the injection of transcritical 
nitrogen into a warm atmosphere [1] and the coaxial injec-
tion of LN2 and GH2 at supercritical pressures [2].

In the present report, we present results for the non-pre-
mixed combustion of liquid oxygen (LOx) and gaseous 
methane (GCH4) at supercritical pressure. The present 
single-element configuration has been studied experi-
mentally by Singla et al. [3], who measured the OH-radia-
tion as a marker for the flame location and shape allow-
ing for a qualitative comparison between experiment 
and simulation. They investigated several operating con-
ditions, of which the most critical in terms of thermo-
dynamics modelling is simulated herein. Methane is in-
jected through an annulus of a coaxial injector element 
at ambient temperature (TCH4=288 K), while oxygen is 
chilled (TO2=85 K) and enters the combustion chamber 
through the center tube. The pressure in the chamber is 
supercritical (pch=56.1 bar). 

Numerical Method

OpenFOAM solves for the compressible, multicompo-
nent Navier-Stokes equations using a pressure-based al-
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Figure 1:  Numerical domain: The thick line in (b) 
denotes the stoichiometric mixture fraction obtained 
from the LES. Note that the grid was coarsened in the plot to avoid 
interference patterns.
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gorithm that is specifically adapted to real-gas flows [1]. 
The adaption is necessary, since the non-linearity of the 
fluid properties can cause inconsistencies in standard 
segregated solution approaches. In particular, the ther-
modynamic properties are modelled using a Peng-Rob-
inson equation of state together with a novel volume 
translation method that corrects deviations at cold tem-
peratures. The caloric properties are calculated with a 
departure function formalism [4].

To describe the chemical reactions, we use a modified 
Jones-Lindstedt mechanism (6 reactions / 9 species) that 
accounts for water and oxygen dissociation. Closure of the 
chemical source term on subgrid-scale level is obtained 
with the Eulerian stochastic field method. This is a numer-
ically efficient method to describe the joint composition 
probability density function (PDF) in a purely Eulerian way.
For spatial discretization we use a second-order central 
differences scheme with a van Leer limiter for momen-
tum and scalar transport to avoid unphysical oscillations. 
A first-order implicit Euler scheme is used for temporal 
discretization. Figure 1 shows the computational domain 
that has been used for the present LES. The block-struc-
tured mesh comprises up to 16 million cells and is refined 
in regions of high density gradient. Due to the high grid 
resolution, the immense numerical effort to integrate 
the chemical reaction mechanism and due to real-gas 
thermodynamics modelling, high-performance comput-
ing power has been necessary for all simulations. Phase 2 
of SuperMUC has been used.

Results

Figure 2 shows a typical LES realization and visualizes the 
characteristic flame shape. Shown is an iso-surface of the 
stoichiometric mixture fraction as a marker for the flame 

location and the surface is colored with the temperature. 
The flame shape is characterized by a comparably smooth 
region near the injector, which is followed by a strong ra-
dial expansion and an abrupt end of combustion further 
downstream. These specific features have been identified 
to be a result of the interplay between real-gas thermody-
namics, combustion and the constraints imposed by the 
geometry, i.e., the interaction between flame and combus-
tion chamber wall. In the first section, a strained diffusion 
flame forms between the warm methane stream and the 
cryogenic oxidizer. The high density gradient between 
oxidizer (ρO2=1177 kg/m3) and flame, which is a character-
istic feature at LRE-typical injection conditions, hinders 
the formation of vortices. Diffusion is the rate-controlling 
transport process and the heat release is rather small.  
Figure 1 also shows several locations of local extinction 
(blue spots) in this region of the flame.

Further downstream, larger vortices evolve and acceler-
ate combustion. The consumption of dense oxygen leads 
to a strong expansion and acceleration of hot gases in 
the radial direction. At the wall, the stream of hot gases 
is redirected and splits into two recirculation zones, one 
upstream and one downstream of the flame as indicat-
ed by the black arrows in Figure 3. Figure 3 also shows 
the averaged contour of OH-radiation. The upper half 
shows the LES result, the lower half the experimental re-
sult of Singla et al. [3]. The characteristic flame shape, i.e., 
thin diffusion flame, followed by strong expansion and 
abrupt end of combustion, is in qualitatively good agree-
ment with the experiment, especially when considering 
the experimental scatter at these demanding conditions.

Conclusions

The non-premixed combustion of LOx/GCH4 at super-
critical pressures was studied numerically by means of 
large-eddy simulation. The non-ideal behavior of the flu-
id has been modelled using a cubic equation of state and 
a novel volume correction method for accurate predic-
tions at cryogenic temperatures. Turbulent combustion 
on unresolved scales has been modelled with a trans-
ported probability density function approach in a pure-
ly Eulerian way. The results demonstrate that the char-
acteristic features of the flame are well predicted and a 
comparison with the available experimental data shows 
good agreement.
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Figure 3: Averaged OH-radiation. Comparison between LES result and 
measurement of Singla et al. [3].

Figure 2: Iso-surface of the stoichiometric 
with flame temperature. The setup corre-
sponds to the experiments of Singla et al. [3].
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Introduction

As an unavoidable consequence of lift aircraft generate 
a pair of counter-rotating and long-lived wake vortices 
that pose a potential risk to following aircraft. The pre-
scribed aircraft separations to avoid wake vortex hazards 
contribute significantly to capacity restrictions of large 
airports. Wake vortex behavior is largely controlled by the 
prevailing meteorological conditions like wind and the 
interaction with the ground. 

The Deutsches Zentrum für Luft- und Raumfahrt (DLR) 
develops wake vortex advisory systems for airports to pre-
dict wake vortex behavior. Highly resolving large eddy sim-
ulations (LES) conducted on the SuperMUC supercomput-
er provide valuable insights in the physics of wake vortex 
behavior under various atmospheric conditions. These LES 
contribute indispensable guidance for the development 
of the real-time/fast-time wake vortex models [2].

A particular risk prevails during final approach, where the 
vortices cannot descend below the flight path, but tend 
to rebound due to the interaction with the ground. We 
could get several steps further in understanding the un-
derlying physics with the help of numerical simulations.

Moreover, there is a strong appeal for artificial devices for 
destruction of wake vortices, or at least for weakening 
them to an uncritical level. A novel method to accelerate 
vortex decay, exploiting fundamental properties of vor-
tex dynamics, was investigated by LES. Vortex decay can 
be initiated locally and accelerated in the vicinity with 
dedicated obstacles, so-called plate lines, installed at the 
ground, see Fig.1. It is found that a plate line may enforce 
the wake-vortex decay by more than 20% of the initial 
circulation. Based on simulations we developed a meth-
od how to optimize plate line design.

Results and Methods

A main achievement in that project was the develop-
ment of a new Hybrid simulation method, coupling 
RANS (Reynolds averaged Navier-Stokes) and LES simula-

tions [3]. Extending that method we could simulate the 
complete landing phase including final approach, flare, 
touchdown, and vortex decay [4], Fig.1. 

This allowed a detailed investigation of a landing air-
craft and the simulation of the generated wake. Figure 
1 depicts a snapshot of a high-end animation. Tracer 
particles were injected behind the aircraft. The com-
plex vorticity distribution emerging directly behind the 
aircraft and the subsequent vortex roll-up to a single 
counter-rotating vortex pair can be observed. In the 
near wake flow the outer flap-tip vortices, the wing-tip 
vortices, the inner engine-nacelle vortices, and the vor-
tices detaching from the wing-fuselage junction can 
be distinguished. Figure 2 depicts the wake evolution 
in the crosswind situation with a plate line during ap-
proach and after touchdown at the times -3.2 s, 0.4 s, 
19.2 s and 60 s, where the time stamp 0 s is assigned to 
the instant of touchdown. The first effect of the plate 
line can already be identified at -3.2 s via a small gap of 
the vorticity layer generated at the ground. Already at 
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Figure 1: LES of wake vortex evolution during landing.
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Figure 3: Kriging estimation of optimal plate design parameters for 
A380, simulation points (red).
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19 s Ω-shaped secondary vortices have detached from 
the plates and approach the primary vortices driven by 
self-induction.

The effect of the plate lines starts first at the downwind 
vortex and a few seconds later at the upwind vortex. A 
half vortex time scale later vigorous helical secondary 
vorticity structures have wrapped completely around 
the wake vortices and travel to either side of the plate 
line again driven by self-induction. The plate line concept 
exploits vortex dynamics by generating powerful sec-
ondary vortices that first actively approach the primary 
vortices and then actively propagate along the primary 
vortices finally leading to accelerated vortex decay. The 
simulations consumed approximately 3 million core 
hours per year. Typically the simulations run on 2048 
processors. The amount of storage needed depends on 
the application. High end animations generated with au-
todesk consume about 5 TB of flow data.

Plate line optimization with Kriging
This study was performed in to find an optimal design of 
plate lines for operational use. It is dedicated to the nu-
merical optimization of the above mentioned plate lines, 
see Fig. 1, in terms of plate distance as well as the aspect 
ratio of the plates. Varying both parameters, plate line 
distance and aspect ratio of the plates, we wish to find 
optimum values to maximize the effect. As we are deal-
ing with a non-linear, unknown, cost-expensive black-
box function, the global optimization is a difficult task.
The number of possible simulations is strongly limited 
by cost and time. Here we employ a Gaussian process re-
gression approach called Kriging that gives optimal val-
ues for functions in a multi-parameter space. 

Figure 3 shows the mean value of the estimated plate 
line benefit in the entire parameter space. The A380 sim-
ulations reveal a optimum in the region of (plate aspect 
ratio = 0.25, plate separation 0.5).

On-going Research / Outlook

SuperMUC is our most important instrument for the 
study of fluid dynamics of wake vortices. Complex flows 

with a large spectrum of relevant scales, complex geom-
etries with flow separation and high Reynolds numbers 
cannot be treated without smart algorithms on power-
ful supercomputers. One direction of research in fluid dy-
namics is the enhancement of the level of detail and the 
interaction of very small and very large scales. This leads 
to rapid increase of grid points and is strongly dependent 
on the development of supercomputers as the installa-
tion of SuperMUC Phase 2. However, many CFD codes 
originate from the early 80th where no one ever expect-
ed to use more than 100 processors. Appropriate scaling 
properties of memory and computation time where not 
a critical issue. In future we have to improve the scalabil-
ity of our codes.

We already applied for a new project called “Virtual 
Flight in a Realistic Environment” to develop a two-way 
coupling of our RANS and LES codes. This project directly 
addresses the needs of the aircraft industry that classi-
fied the wake – vortex issue as “top level requirement”. 
It will bring forward aircraft industry as well as air traffic 
management. 
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Introduction

Particle suspension in a turbulent flow is a phenomenon 
that occurs in many industrial and natural processes 
such as fluidized beds and combustion devices or pol-
lutant dispersion in the atmosphere and raindrop for-
mation in clouds. In such kind of systems several funda-
mental mechanisms interact making the whole picture 
highly complex.

In this project we aim at investigating with high-fidelity 
simulations the hydrodynamical interaction between a 
turbulent flow and a large number of finite-size parti-
cles (particles with diameter comparable or larger than 
the smallest flow structures) falling under the influence 
of gravity. We focus more specifically on homogeneous 
isotropic turbulence (therefore avoiding any wall turbu-
lence influence), sustained at a statistically steady state. 
Particles are selected to be heavy, rigid and have a spher-
ical shape [1]. 

Despite the academic aspect of such configuration the 
parameter space is very wide and a full description of the 
interaction mechanisms is still missing. More specifical-
ly, the need for high resolution with finite-size particles 
has made large systems almost impossible to accurate-
ly tackle with numerical simulation until the last few 
years. Our aim is here to improve the understanding of 
the fundamental processes involved with the aid of new 
fully-resolved data. 

When gravity is accounted for, a relevant parameter for 
the particles is the Galileo number Ga that estimates the 
intensity of gravitational effects relative to viscous ones. 
Former works on single or many particle settling in in-
itially ambient flow showed the complexity of particle 
falling even in the absence of turbulence. Indeed, a sin-
gle particle exhibits different kinds of motion and wakes 
with increasing Ga [2], starting from steady axisymmetric 
 regime, to steady oblique and then oblique oscillating 
regime, for finally becoming fully chaotic. In the work of 
[3] the influence of many particle settling has been in-
vestigated for two Galileo numbers corresponding either 

to a steady axisymmetric or a steady oblique regime, 
both in dilute systems (solid volume fraction equal to 
0.005). They observed that in the second configuration 
particles tend to accumulate in vertical columns with 
the formation of large columnar flow structures. This 
clustering is then associated with a significant increase 
of the settling velocity. In the case of axisymmetric wake 
regime, no significant interaction mechanism has been 
highlighted.

The aim of the current project is now to investigate the 
influence of ambient turbulence on many-particle set-
tling for Galileo number and solid (and mass) volume 
fraction similar to [3]. Cases with Ga=0 have also been 
explored with the aim of isolating the influence of pure 
turbulence on particle motion. For this latter case we 
carried two classes of simulations with two different 
particle sizes relative to Kolmogorov lengthscale (i.e. the 
characteristic lengthscale of the smallest structures of 
the flow). 

Relevant parameters for the background flow are the 
Reynolds number and the characteristic length and time 
scales of the large and small structures. We consider 
here a Taylor micro-scale fluid with a Reynolds number 
of the order of 100-140 so that separation between large 
and small scales is effective, and particles with diameter 
ranging from 5 to 10 times the Kolmogorov lengthscale. 

Results and Methods

An essential aspect of the study is the simulation with 
high fidelity of all the scales of turbulence as well as the 
hydrodynamics around each particle, while also consid-
ering a large number of inclusions. This implies on one 
side to use fine space resolution at particle scale but also 
relatively large simulation domains, leading to large sim-
ulation boxes. We employ the Immersed Boundary Meth-
od of [4] which enforces no slip boundary condition at 
particle surface and thus enables this full resolution of 
the flow (as visible on fig. 1). The method is MPI parallel 
with domain decomposition and optimized for applica-
tion on large systems.

Fully-resolved, finite-size particles in statisti- 
cally stationary, homogeneous turbulence
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Methods
The continuous phase is resolved with direct numerical 
simulation of the incompressible Navier-Stokes equa-
tions with standard fractional step. Temporal discretiza-
tion is made with semi-implicit Crank-Nicholson meth-
od for the viscous term and a low storage three-step 
Runge-Kutta procedure for the non-linear part. The differ-
ent spatial operators are evaluated by central finite-dif-
ferences on a staggered grid with uniform and isotropic 
mesh. The temporal and spatial accuracy of the scheme 
are of second order. The translational and rotational mo-
tion of the particles is computed with the Runge-Kutta 
discretized Newton equations. Interpolation between 
Lagrangian end Eulerian quantities are done with reg-
ularized delta function yielding smooth variation of the 

hydrodynamic forces when particles move. Turbulence is 
generated with the large scale forcing of Eswaran and 
Pope [5], which has the advantage of sustaining a turbu-
lent flow at statistically steady state that remains stable 
even in the presence of many finite-size particles [6].

We used periodic boundary conditions in the three di-
rections and in the absence of gravity we used cubic 
simulation boxes with an extension of 64 to 128 parti-
cle diameters, and computational grid of 10243 to 20483. 
With the other cases we used domains elongated in 
the direction of gravity with typical extension of 85 and 
170 particle diameters in the horizontal and vertical di-
rections, respetcively, and typical computational grid 
of 2048x2048x4096. We used 1024 to 16384 processor 
cores, consumed 48 million core-hours and produced ap-
proximately 450TB of data.

Results
Our first results concern clustering events. We qualita-
tively observe that turbulence modifies accumulation 
scenario with the formation of clusters for both nonzero 
Galileo configurations, while it is observed only for steady 
oblique configurations with ambient flow. Voronoï tessel-
lation analysis performed on the steady oblique regimes 
shows that turbulence also quantitatively decreases ac-
cumulation and tend to disturb particle columns as well 
as the columnar large scale structures of the flow. In the 
absence of gravity (Ga=0) particle accumulation is even 
smaller, and the strongest clustering is observed with 
the smallest particles.

As a possible consequence of the disturbance of the large 
flow columns by turbulence in the nonzero gravity case, 
the mean settling velocity of the particles is not enhanced 
anymore and tends to values of the same order as the set-
tling velocity of one single particle in ambient flow.

On-going Research / Outlook

Data generated is still object of analysis, and we are now 
characterizing the impact of turbulence on the structure 
of the wake as well as the influence of the characteristic 
turbulence velocity relative to the settling velocity.
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Figure 1: Flow visualization of a sub-volume of the domain (one fourth 
of each linear dimension is shown): Particles are represented in black, 
blue surfaces correspond to isosurfaces of the Q criterion and display 
the wakes of the particles. Isosurfaces of the vertical component of the 
velocity field are shown in yellow. For the velocity field, the flow has 
been box-filtered with a box width of approximately 5 particle diame-
ters in order to extract the large scale structure.
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Introduction

At molecular resolution, the interface which separates 
coexisting fluid phases, e.g. between a liquid droplet and 
a surrounding vapour, is not sharp but continuous. Both 
the interface and the coexisting phases are subject to 
significant fluctuations which also contribute to the sur-
face tension. Therefore, it is crucial to accurately repro-
duce the surface tension and analyse the properties of 
nanodroplets with a method that resolves the structure 
of fluid matter at the molecular level. Here, molecular dy-
namics (MD) simulation is applied to analyse interfacial 
phenomena qualitatively and capture interfacial proper-
ties quantitatively.

For MD codes, as for any software, there is a trade-off 
between generality and optimality for a single purpose, 
which no particular implementation can completely 
evade. The program ls1 mardyn (large systems 1: molecu-
lar dynamics) expands the temporal and spatial range 
of scales accessible to molecular simulation, with a fo-
cus on inhomogeneous systems (e.g. at interfaces) and 
non-equilibrium thermodynamics [1]. It is available as 
free software [2] and was applied and extended within 
the present project to accurately and efficiently simulate 
systems with vapour-liquid interfaces.

4

By massively-parallel high performance computing, e.g. 
using the ls1 mardyn program, molecular simulation 
becomes an experiment in silico. Due to their hetero-
geneous structure, systems with a phase boundary have 
stronger long-range interactions, which also need to be 
taken into account [3]. Load balancing by recursive bisec-
tion of the simulation volume, using a linked-cell data 
structure, significantly improves the scalability of the 
code. In this way, supercomputers with a large number 
of cores can be used efficiently both for homogeneous 
and heterogeneous systems [1].

Results and Methods

Molecular simulations with system dimensions that far 
exceed the cut-off radius, beyond which a mean-field ap-
proach is employed for the intermolecular interactions, 
are most efficiently parallelized by space decomposition 
schemes. Thereby, the simulation volume is subdivided 
into smaller subvolumes (one for each process) that ide-
ally carry the same load. In ls1 mardyn, an interface class 
for the domain decomposition scheme permits the ge-
neric implementation of different load balancing strat-
egies operating on spatial subdomains with a linked-cell 
data structure [1]. 

To make use of hyperthreading, a lightweight 
shared-memory parallelization was implemented: By 
employing a sliding window, as sketched in Fig. 1, in-
cluding prefetched cells, two threads can operate con-
currently on independent cells. Thereby, it is avoided 
that threads work on directly neighbouring cells simul-
taneously. Therefore, a barrier, causing comparably little 
overhead on a hyperthreading core, is required after each 
thread has processed a cell. This allows the execution 
of one MPI rank per core with two OpenMP threads to 
create sufficient instruction level parallelism, leading to 
a significant performance improvement on SuperMUC.

Molecule data outside the sliding window are stored in 
the form corresponding to the object-oriented software 

Figure 1. Hyperthreaded sliding window (represented here in two 
dimensions, instead of three as in the actual code), employed by the ls1 
mardyn version optimized for the Intel Sandy Bridge EP architecture. At 
the present stage, the two highlighted cells 13 and 16 are concurrently 
processed by SMT threads. Thereby, cell 2 is considered as a neighbour 
cell for the last time, leaving the sliding window, and cell 27 enters the 
sliding window; cells 28 and 29 are prefetched.
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architecture, i.e. as a dynamic array of structures (AoS) 
containing Molecule objects. When the sliding window 
is shifted further and covers a new cell, the positions and 
velocities of the molecules in that cell are converted to a 
structure of arrays (SoA) form suitable for vectorization.
The two-centre Lennard-Jones plus point quadrupole 
(2CLJQ) class of molecular models provides a straight-
forward description of the intermolecular interactions 
for many low-molecular compounds [3]. Furthermore, 
vapour-liquid interfaces – for systems with large num-
bers of molecules – can for this model class be effi-
ciently treated using a long-range correction that was  
developed within the present project, yielding a high 
accuracy for the computed surface tension. According-
ly, simulations of the vapour and liquid phases in direct 
coexistence were carried out along the whole vapour 
pressure curve, and the model parameters were varied 
systematically, covering the whole parameter range of 
2CLJQ models for real fluids available from the literature.

Based on the simulation results for the surface tension, 
a precise correlation was obtained in dependence of 
the parameters, which is universally valid for the whole 
model class. In combination with the available know- 
ledge of bulk fluid properties at vapour-liquid equilibrium 
conditions, this correlation can be used to adjust 2CLJQ 
models to multiple types of real fluid properties, e.g. by 
multi-criteria optimization based on an evaluation of the 
Pareto set, cf. Fig. 2, where this is illustrated for carbon 

dioxide using three criteria: Average agreement for the 
saturated liquid density, the vapour pressure, and the 
surface tension [3].

Furthermore, three-phase contact between the va-
pour-liquid interface of a sessile droplet and a solid 
surface was systematically investigated for the truncat-
ed-shifted Lennard-Jones potential (LJTS), considering 
the scenario with a perfectly planar solid substrate, cf. 
Fig. 3, as a reference case for future work on patterned 
and rough surfaces. Both the fluid and the solid were 
modelled by the LJTS potential (with different parame-
ters), varying both the solid density and the dispersive 
fluid-solid interaction energy. From the present simula-
tion results, a universal correlation was derived for the 
contact angle as a function of the well depth of the un-
like fluid-solid interaction and further characteristic pa-
rameters, which was found to carry over to other similar 
systems with a good accuracy [4].

On-going Research / Outlook

The present project partners LTD (Kaiserslautern), SCCS 
(Munich), and ThEt (Paderborn) have applied for a fol-
low-up computing project entitled Scalable, Performant 
and Resilient Large-scale Applications of Molecular Process 
En gi neering (SPARLAMPE), project ID pr48te, which was 
approved and started in March 2016.

Based on the approaches for high-accuracy simulations 
established within the present computing project, a 
more direct orientation towards applications in mechan-
ical process engineering has become feasible, based on 
the scalable and performant implementation of algo-
rithms for heterogeneous sytems in ls1 mardyn. For val-
idated and reliable molecular models, the SPARLAMPE 
project will further focus on linear transport coefficients 
in the bulk fluid and at interfaces as well as transport 
processes near and far from equilibrium.

These are necessarily HPC applications, since finite-size 
effects need to be assessed rigorously and the computa-
tion of transport properties requires a much more exten-
sive sampling than other thermodynamic properties. In 
particular, as larger sys tems also require a longer relax-
ation time to reach equilibrium, fast equilibration tech-
niques will be developed, implemented and em ployed 
for petascale simulations.

The project partners would like to thank Colin Glass,  
Christian Holm, George Jackson, Philipp Neumann, and 
Jayant Singh for fruitful discussions.
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Figure 2. Pareto set within the parameter space (left) of the 2CLJQ class 
for modelling carbon dioxide as well as its representation in the ob-
jective space (right), taking three criteria into account, i.e. the average 
deviation of (correlated) model properties from (correlated) experimen-
tal data for the saturated liquid density, the saturated vapour pressure, 
and the vapour-liquid surface tension [3].

Figure 3. Snapshots from simulations of sessile droplets at the same 
temperature on walls of the same density and structure, differing only 
in the magnitude of the dispersive fluid-solid interaction, which is 
larger on the right side, yielding increased wetting, i.e. a smaller contact 
angle [4].
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Introduction

Dynamic Stall is one of the most challenging flow phe-
nomena existing in the field of helicopter aerodynamics. 
Under fast forward flight or maneuver, the retreating 
blade of a helicopter can temporarily stall (Dynamic stall), 
leading to a rapid change in pitching moment. Dynamic 
stall is an inherently unsteady phenomenon which is sig-
nificantly affected by the interaction of the laminar/tur-
bulent boundary layer transition, flow separation, vortex 
growth and propagation, and reattachment of the flow. 
During dynamic stall, large peaks in lift, pitching moment 
and drag appear, and these cause an undesirable increase 
in the mean drag. The flight envelope of a helicopter is lim-
ited to avoid the torsional impulse of dynamic stall, which 
can cause structural damage to the rotor by overloading 
the pitch links, and structural vibrations which reduce the 
comfort of passengers or damage the cabin.

Dynamic stall results in a completely different aerodynamic 
behavior compared to static stall and cannot be effectively 
approximated by static measurements or computations. 
The elasticity of helicopter rotor blades, and the complexity 
of the aerodynamics of fast forward flight mean that ex-
perimental data of sufficient quality to validate numerical 
models is only possible using simplified, structurally stiff 
wind tunnel models. These experiments create a complex, 
unsteady aerodynamic flow, which is nevertheless relative-
ly simple when compared with the free flight of a complete 
helicopter. The resulting flow can be directly compared with 
high resolution numerical computations.

Historically, research into dynamic stall has strongly re-
lied on prescribed pitching on two-dimensional (2D) 

models at constant Mach numbers. Wind tunnel experi-
ments on finite span, nominally 2D models for these test 
cases, provide reference data for 2D and three-dimen-
sional (3D) numerical simulations, and this method has 
led to significant advances in the numerical prediction of 
dynamic stall. To improve future rotorcraft, it is necessary 
to understand how 3D dynamic stall differs from 2D dy-
namic stall, so that the value of the existing 2D dynamic 
stall experimental data can be maximized.

Results and Methods

Unsteady three-dimensional Reynolds-Averaged Navi-
er-Stokes (RANS) Simulations using the finite volume 
solver DLR-TAU were carried out on two finite wing ge-
ometries to fit the experiments carried out by ONERA in 
the F2 wind tunnel [1] and by the DLR in the Cross Wind 
Simulation Facility (SWG) [2], respectively. Each computa-
tion used 3,000 time steps per pitching period and 200-
600 inner iterations leading to a consumption of 120,000 
to 560,000 CPUh per dynamic stall computation. 

Initial results were produced for the ONERA finite-wing 
configuration. This is a configuration for which wind tun-
nel results and comparative results with the elsA code 
of ONERA exist for comparison with the TAU results. The 
elsA code is a structured URANS code whereas the TAU 
code is an unstructured URANS code, but the approach-
es in each are similar enough that comparable results 
should be produced.

A test case for a freestream flow Mach number of 
M=0.16 with dynamic sinusoidal pitching of the airfoil 
at α=17+5sin(ωt) at a frequency of 5Hz was used. This 

Investigation of three-dimensional  
Dynamic Stall

Research Institution
Deutsches Zentrum für Luft- und Raumfahrt e.V. (DLR)
Principal Investigator
Anthony D. Gardner 
Researchers
Kurt Kaufmann, Kai Richter
Project Partners
–

SuperMUC Project ID: pr83su

Figure 1: Dynamic Stall evolution around the ONERA finite wing. Visualized by means of isosurfaces of the λ2 criterion and Cp contour plots. 
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caused dynamic stall at the start of pitch-down, as illus-
trated with contours of λ2 in Fig. 1 (Flow is from left to 
right). At the left, the attached flow is illustrated, and the 
tip vortex of the wing is visible, as well as flow separation 
due to the root geometry. With increasing time (Left to 
right), a dynamic separation vortex appears in the mid-
dle of the wing and propagates downstream, expanding 
in breadth until the whole wing is separated.

This grid used “best-estimate” values from static com-
putations, and 2D dynamic stall computations, but the 
results are comparable with those from elsA and from 
the experiment. The results of these comparisons have 
been documented in a journal article [3] and a confer-
ence article [4]. 

To investigate the effects of the grid resolution on 
three-dimensional dynamic stall a convergence study 
was carried out on the DLR finite wing experiment [2] 
leading to a grid size of 21 Million nodes. 

An additional investigation using the wind tunnel walls, 
shows that for the static case, the wall effects reduce the 
stall angle by approximately 1°. Therefore, in Figure 2 the 
experimental data is compared with numerical data us-
ing a 1° increased mean angle of attack. For clarity the 
numerical data was shifted by ∆α=-1.0° to display ap-
proximately the same effective angle of attack. The lift 
overshoot occurs in the same region as in the experi-
ment and the minimal pitching moment occurs at the 
same position. The beginning of the pitching moment 
drop is earlier in the experiment and the peak is lower. 
Nevertheless, a very good agreement with the experi-
mental data is achieved.

Figure 3 (Flow is from right to left) shows the process of 
the dynamic stall event using isosurfaces of the λ2 crite-
rion and color coded with Cp for several time instants. At 
α=10.1° on the upstroke (top left) the flow is attached and 
the wake as well as the blade tip vortex are visible. Sepa-
ration starts to occur at the leading edge of the parabolic 

blade tip and the vortex formed wraps around the blade 
tip (top middle). Simultaneously the blade tip vortex has 
moved further inboard and trailing edge separation sets 
in along the entire span. At α=16.6° on the upstroke the 
dynamic stall vortex starts to evolve at the leading edge 
between r/R≈0.5 and r/R≈0.7 (top right). High spanwise 
propagation speeds are reached and at α=17.2° on the 
upstroke (bottom left) the dynamic stall vortex and the 
vortex of the parabolic tip vortex have jointed, building 
a separation line along the leading edge, from r/R≈0.2 
up to the blade tip. At α=17.9° on the upstroke (bottom 
middle) the flow over the entire wing is separated and 
the first ring shaped structures are moving downstream. 
Eventually, at α=13.9° on the downstroke (bottom right) 
reattachment has set in, a suction peak along the span 
is visible and the remaining small vortex structures are 
propagating downstream.

On-going Research / Outlook

The investigations showed a good comparison between 
the experimental data and the numerical simulations 
and lead to a better understanding of the evolution 
of three-dimensional dynamic stall on pitching finite 
wings. In a further step, simulations investigating the 
influence of rotation using different speeds of rotation, 
pitching motions and advance ratios will be performed. 
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Figure 2: Comparison between 
the experiment α=11°±6° and 
the DLR-TAU computations 
α=12°±6° for the dynamic case 
at a single spanwise position at 
r/R=0.68. The numerical data is 
shifted by ∆α=-1° to match the 
effective angle of attack.

Figure 3: Dynamic Stall evo-
lution around the DLR finite 
wing. Visualized by means of 
isosurfaces of the λ2 criterion 
and Cp contour plots. 
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Introduction

For non-premixed flames efficient mixing of fuel and 
oxidizer plays an important role. For turbulent diffusion 
flames understanding the interaction of mixing and 
chemical reactions is crucial. Usually these flames ex-
hibit high mixing rates which enhance combustion ef-
ficiency due to increased reaction rates. However above 
a certain limit, the so called quench limit, excessive mix-
ing rates lead to local extinction of the flame, c.f. figure 
1.Extinction then leads to increased emissions or even to 
flame destabilization and blow out.

As a basis for our analysis we assume that chemical 
reactions are fast and only occur around thin layers of 
stoichiometric mixture. Furthermore, it is assumed that 

transport processes only occur along trajectories orthog-
onal to the scalar surface. This quasi one dimensional de-
scription of non-premixed combustion is known as the 
flamelet assumption. Since most technical combustion 
processes occur in the flamelet regime it is used in many 
simulations as a model to describe the turbulence-chem-
istry interaction. Previously, the flamelet approach was 
applied for flame structure analyzes of jet flames with 
few local extinction events, using scale resolving simu-
lations [1]. In order to gain more insights into local ex-
tinction and get access to the temporal evolution of 
instantaneous flamelet structures, we conducted direct 
numerical simulations (DNS) of a turbulent temporally 
evolving jet flame exhibiting strong local quenching. The 
extraction of relevant quantities along flamelets is done 
in-situ.

Results and Methods

For our in-situ analysis we solved the three-dimen-
sional reactive Navier-Stokes equations in a low Mach 
number formulation using our in-house solver DINO-
SOARS [2]. High order discretization is achieved using 
sixth order finite differences in space and a fourth or-
der Runge-Kutta scheme for time integration. In order 
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Figure 1: Snapshot of a simulation showing local extinction

Figure 2: Strong scaling of DINOSOARS

4



In-situ Analysis of Flame Structures of Turbulent Non-Premixed Flames

to preserve also high accuracy for the pressure solver 
DINOSOARS utilizes a spectral Poisson solver. There-
fore, parallelization is done in two dimensions using 
the 2DECOMP&FFT library. During the first phase of our 
project we improved the scaling of our solver resulting 
in an excellent scaling behavior of up to 16384 cores as 
can be seen in figure 2.

The numerical setup we used for our analysis is based 
on a temporal evolving jet flame that was already ex-
tensively studied in the literature [3]. In addition to the 
standard flow equations we also solve transport equa-
tions for massless particles. For our analysis, we extend-
ed the procedure proposed in [4] following the concept 
of dissipation elements [5]. A key point of this concept is 
that the underlying scalar field is decomposed into local 
extremal points.These extremal points are connected by 
gradient trajectories which for our analysis can be un-
derstood as flamelets.

During the initialization of our simulation we distribute 
particles on the iso-scalar surface, describing the stoichi-
ometric mixture fraction.Contrary to Lagrangian parti-
cles we consider particle transport due to both the con-
vection of the flow field and the molecular diffusion of 
the iso-scalar surface. After particles have been advanced 
they are used as seed points for gradient trajectories. Us-
ing a second order Runge-Kutta scheme trajectories are 
integrated along the ascending and descending gradient 
until a local extremum is reached. All quantities needed 
during integration are interpolated by a tri-cubic inter-
polation procedure. The algorithm we use for tracking 
trajectories is based on a static allocation principle. Each 
processor holds a component of the mesh (block) and in-
tegrates trajectories until they leave the block owned by 
the processor. Since the path of a trajectory is not known 
a priori we use a buffer array that is communicated as 
soon as the trajectory leaves the block of the current 
processor. A globally communicated trajectory count 
is maintained so that all processors may monitor how 
many trajectories have yet to terminate. Once the count 
goes to zero, trajectory integration is finished and the 
code continues with the next time step. The left part of 
Figure 3 shows a snapshot of a simulation that was run 

on SuperMUC. It is clearly seen that a strong interaction 
of the yellow iso-scalar surface of stoichiometric mixture 
fraction with our extracted flamelets (thin tubes) exists. 
In the right part of figure 3 a plot of χ and T in flamelet 
space along one extracted trajectory is shown.

Having a jet Re=9000, the case required at least 
512x1024x1024 grid points in order to resolve the small-
est scales and was run on 4196 CPUs. A typical simulation 
of this size runs for about 4 days and generates nearly 
15TB of data, depending on the number of particles con-
sidered. The storage requirements and the number of 
files usually generated were already optimized by imple-
menting a fully parallel HDF5 based IO both for particles 
and trajectories.

On-going Research / Outlook

At the time of application SuperMUC had the largest 
amount of memory per core and one of the fastest inter-
connects which helped us in developing our code using 
different caching strategies. Our project also highly ben-
efited from the high IO bandwidth and the large storage 
capacities of WORK.

We currently put considerable effort into the optimiza-
tion of our in-situ algorithm to allow for a larger num-
ber of particles, and therefore also for a larger number 
of trajectories.n addition to that we wish to increase 
the resolution of our simulations since proper detection 
of extremal points is very sensitive to grid resolution. A 
large number of grid points, however, highly stresses the 
interconnect and also the available disk space, since we 
have to dump our data once every time step, to get prop-
er temporal resolution.
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Figure 3:  Sample snapshot of 
a simulation illustrating gra-
dient trajectories interacting 
with the iso-scalar surface 
of stoichiometric mixture 
fraction (left). The right fig-
ure shows scalar dissipation 
rate and temperature over 
mixture fraction of the high-
lighted trajectory. 
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Introduction

Turbulent flows are of intrinsic complexity due to the 
non-linear character of the governing equations. In a 
turbulent flow regime flow structures with a continuous 
spectrum of scales are interacting. With increasing Reyn-
olds number, the range of the involved scales increases.
Thus, typical technical or geophysical flows at large Reyn-
olds numbers can only be predicted by the use of models 
reducing the degree of freedom. Computer simulations 
have emerged as a powerful tool to improve the under-
standing of such flows.

The presented project [1] aims at investigating the flow 
around a circular cylinder mounted on a flat plate. Even 
though the geometry is simple, the flow pattern around 
such a cylinder possesses several flow features interact-
ing in a complex and highly dynamic way.

The main goals of the project are (i) to gain deeper un-
derstanding of the flow and its dynamics, and how these 
dynamics change with increasing Reynolds number and 
(ii) to perform simulations of such flows which can be 
used as reference for model development.

This project is currently being funded as a combined 
numerical/experimental study by the DFG. Parallel to 
the simulations performed at HLRB, experiments are 
performed at the Hydromechanics Laboratory at TUM. 
The experiments will be used for validation and to ob-
tain complementary data to the numerical simulations, 
such as longtime records and high Reynolds number 
flow data. While the experiments have just started, first 
simulation results are already available and have been 
published [4].

For the large-eddy simulations within this project, the 
flow solver MGLET is being employed [2]. It uses a Fi-
nite Volume method to solve the incompressible Navier 
Stokes equations. A Cartesian grid with staggered ar-
rangement of the variables enables an efficient formu-
lation of the spatial approximations. An explicit third 
order low storage Runge-Kutta time step is used for time 

integration. Geometrically complex surfaces, arbitrarily 
curved, can be represented by an Immersed Boundary 
Method [3].

MGLET is parallelized by a domain decomposition meth-
od using MPI as a framework. For simple rectangular do-
mains, the code has been tested so far for up to 8192 cores. 
As the purpose of the code is doing long runs, gathering 
statistics of the flow field, the applications are designed 
for maximum throughput on a number of cores as small 
as possible. Here the key number is the number of grid 
cells to be advanced by one time step within a CPU sec-
ond. In Figure 1, this measure is plotted in terms of total 
number of grid points per second as a function of the 
number of cores on the SuperMUC. Figure 1 shows, that 
in one core-second, about 200000 grid points can be ad-
vanced in time by one time step. The problem sizes used 
for these benchmarks are 512 million and 1728 million cells, 
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Figure 1: Total number of cells (in million) updated by one time step 
during one second as function of number of cores. Two problem sizes, 
512x106 and 1,7x109 cells, are considered.

Figure 2: Side view of the setup. The grid around the cylinder is refined 
with three locally embedded grids [4].
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respectively. The figure demonstrates that MGLET is well 
scalable for this number of cores and problem sizes. It has 
to be noted, however that this scalability is obtained in 
a regular one-block grid and with the basic second order 
solver. The scalability suffers, if multi-block grids are used, 
such as in the prediction of the flow around a cylinder on 
a flat plate which is described below.

Like other academic research codes, MGLET is being un-
der constant development and improvement.

Results and Methods

We use MGLET to perform highly resolved LES of the flow 
around a wall-mounted cylinder at Reynolds numbers of 
Re=20000, Re=39000 and Re=78000 based on cylinder 
diameter and oncoming bulk velocity. The subgrid scale 
stresses are parameterized by the Wall-Adapting Local 
Eddy-Viscosity model (WALE). A free surface channel flow 
at a low Froude number is approximated by a free-slip 
condition at the upper wall. A fully turbulent open chan-
nel flow is set as inflow condition. It is generated by a 
so-called precursor simulation which is run in parallel to 
the main flow simulation, see Figure 2.

The region of interest around the cylinder/plate junction 
is resolved by three zonally embedded grids which give 
a total refinement by a factor of eight with respect to 
the global grid [4]. A grid study proofs convergence of the 
results over grid refinement. The configuration including 
the precursor simulation is documented in Figure 2.

For each Reynolds number, the grid has to be adapted ac-
cording to the expected inertial stresses of the fluid. The 
finest configuration (Re=78000), using in total a num-
ber of 1.6 billion grid cells, can be run on 2048 cores with 
about 12 seconds per time step (SuperMUC). Compared to 
the Benchmark given in Figure 1, this is about a factor of 
2-3 slower as expected for a configuration with a single 
block grid. Considering the complex communication pat-
terns that arise from the zonally embedded grids, this can 
still be regarded as satisfying. After reaching a statistically 
stationary flow, the flow field has to be averaged over 1.2 
million time steps to evaluate time-averaged values.

The approaching boundary layer-type flow leads to a 
down-flow in front of the cylinder. This down-flow is 
forming a vortex when reaching the bottom plate, see 
Figure 3. Due to the main flow, this vortex is wrapped 
around the cylinder, forming the so-called horseshoe 
vortex system. The horseshoe vortex system can clearly 
be identified in the footprint of the instantaneous pres-

sure field. In Figure 4, the instantaneous pressure dis-
tribution around the cylinder at a Reynolds number of 
Re=78000 is plotted in a wall parallel plane at z=0.06D 
above the bottom wall. Low pressure is marked with light 
colors, high pressure is marked in dark. One can distin-
guish the vortex shaped like a horseshoe upstream (left) 
of the cylinder, the blotchy shear layers where the flow 
separates from the cylinder and a region of low pressure 
downstream, where a von Karman-vortex is shedding 
from the cylinder.

The same flow structures can also be observed in Figure 
5, in which the second invariant of the velocity gradient 
tensor (Q-criterion) is evaluated. Figure 5 clearly illus-
trates the complex interaction of structures on a contin-
uous spectrum of scales. One can identify structures hav-
ing the size of the diameter of the cylinder (horseshoe 
vortex, von Karman-vortex) as well as events having the 
length scale of the grid resolution. Note that the grid has 
440 grid points per diameter in directions parallel to the 
bottom plate and 1778 grid points per diameter in wall 
normal direction. This high resolution is necessary to ob-
tain reliable and convergent results for this flow [4]. 

Outlook

As a next step, simulations of a cylinder placed in a scour 
hole will be conducted. It is expected that the required 
number of grid points will double with respect to the 
simulations with a flat plate. The goal of these new sim-
ulations is to investigate the change of the flow field and 
its dynamics with developing scour whole.
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Figure 3: Time-averaged streamlines in the symmetry plane in front of 
the cylinder. Plotted is data at Re=78000.

Figure 4: Instantaneous 
pressure distribution 
around the cylinder in 
a wall parallel plane at 
z=0.06D above the wall 
(Re=78000). Flow is 
from left.

Figure 5: The Q-criterion 
visualizes coherent struc-
tures around the cylinder 
(Re=78000).
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Introduction

The efficient design and performance of many engi-
neering systems rely on turbulent boundary layers (TBL) 
remaining attached to aerodynamic surfaces in regions 
of adverse pressure gradient (APG); for example wind 
turbine blades and aircraft wings. The boundary layer is 
the region where the mean flow velocity increases from 
zero at the wall to its maximum value at some distance 
away from the wall. If the near mean wall velocity points 
in the direction opposing the bulk motion, then the flow 
is deemed to have separated. Separation occurs in the 
presence of an APG, and can potentially result in cata-
strophic consequences (eg: aircraft losing lift) or at best 
sub-optimal performance (eg: wind turbines producing 
less energy).

There has been a long history of theoretical, experimen-
tal and numerical research into TBL. The vast majority 
of the research, however, has been centred on the zero 
pressure gradient (ZPG) case, while many aspects of 
turbulent structure and appropriate scaling of APG TBL 
remain largely unresolved. The study of APG TBL in an 
appropriate canonical form is, therefore, of utmost im-
portance to understand the influence of local pressure 
gradient. Adverse pressure gradients typically arise due 
to the presence of convex curved surfaces, such as on a 
wind turbine blade. This type of configuration is difficult 
to systematically study, since the pressure gradient ap-
plied to the TBL is constantly changing. Here we study a 
self-similar APG TBL, in which the non-dimensional pres-
sure gradient (β) is constant, and each of the terms in the 
governing equations have the same proportionality with 
position in the streamwise (bulk-flow) direction.

Specifically direct numerical simulation (DNS) is used to 
investigate the structure and dynamics of a self-similar 
TBL in a strong APG environment such that the flow is 
statistically maintained immediately prior to separation. 
The maximum momentum thickness based Reynolds 
number is Reδ2=104. The results are also compared and 
contrasted to an associated ZPG TBL.

Results and Methods

The code uses the fractional-step method to solve the 
Navier-Stokes equations for the velocity and pressure 
fields. Fourier decomposition is used in the periodic span-
wise (cross-flow) direction, with compact finite differ-
ence used in the aperiodic wall-normal and streamwise 
directions. The equations are stepped forward in time 
using a modified three sub-step Runge-Kutta scheme. 
The code utilises hybrid MPI  / openMP parallelisation  to 
decompose the domain [2]. All I/O is parallelised using 
the parallel HDF5 library and associated file format.

The DNS boundary conditions (BC) are such that the bot-
tom surface is a flat plate with zero velocity. The span-
wise boundaries are periodic. Due to the TBL growing 
in height as it develops in the streamwise direction, a 
streamwise normal plane prior to the outlet is copied, 
rescaled and then applied as the inlet boundary condi-
tion. The desired pressure gradient is applied to both the 
ZPG and APG cases through the application of an appro-
priate farfield suction velocity [1].

17 million CPU-hours were used in the course of this pro-
ject. The code has been parallelised up to 32,768 cores, 
with typical jobs using 4096 cores. For a single instant 
in time, one set of restart files requires 168Gb of disk 
space. Statistics have been accumulated over millions 
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Figure 1: Instantaneous vortex structures of the APG TBL (red), and the 
ZPG TBL (green) illustrating the significant expansion of the APG TBL in 
comparison to the ZPG [1].
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of instances in time. Hundreds of restart files have been 
written to disk for further post-processing of the results.

Figure 1 compares instantaneous vortex structures from 
the APG TBL (red) and ZPG TBL (green), illustrating the 
vast complexity and size of such flows. The APG TBL also 
clearly expands more rapidly in streamwise direction due 
to the stronger farfield BC suction velocity.

Figure 2 further compares the two TBL on the basis of a 
slices of instantaneous spanwise vorticity of the ZPG TBL 
(green) and APG TBL (red) within the domain illustrated 
by the grey box in the top plot of skin friction (Cf) verses 
streamwise position (x). At the verge of separation Cf=0. 
It is again clear that the APG TBL is much taller than the 
ZPG TBL, from the slices of spanwise vorticity. The ma-
jority of the fluctuations in the ZPG case are located in 
the near wall region. This is due to the fact that the only 
source of shear in the ZPG TBL is the wall itself, and it 
is mean shear that gives rise to vortex structures. In the 
APG TBL, shear is imparted throughout the flow via the 
farfield BC. As can be seen there is less spanwise vortic-
ity concentrated at the wall, with the vortex structures 
instead distributed throughout the wall normal domain. 
The APG TBL is deemed to be self-similar within the 
streamwise range where  Cf<10-4.

On-going Research & Outlook

One of the major difficulties with this project, was that 
we know the desired statistical properties of the flow, 

but not the boundary conditions that give us these sta-
tistical properties. This meant that in addition to initial 
theoretical work, some trial and error was also necessary. 
Access to the significant computational resources of the 
SuperMUC system enabled us undertake the massively 
parallel simulation of APG TBL, and also to test various 
boundary condition configurations, until the desired 
flow state was achieved. 

Additional simulations have already been planned and 
are under development. The new simulations will allow 
the streamwise extension of the self-similar zone to bet-
ter interrogate the physical mechanisms of aerodynam-
ic separation.  The long term objectives are to use this 
knowledge to revolutionise the design of current energy 
generation and transport platforms that operate in APG 
environments, leading to improved generation of energy 
and the efficiency of energy use under a wider range of 
operating conditions. Improvements in the performance 
of such systems will lead to more efficient and cleaner 
power generation and to a reduction in fuel consump-
tion and minimization of CO2 emissions.
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Introduction

Pulverized coal and biomass combustion (PCBC) is cur-
rently among the major sources of energy supply and 
is expected to play an important role in future ener-
gy supply. However, coal combustion releases large 
amounts of carbon dioxide. Future power plants are 
required to be efficient and low-polluting, which could 
be achieved by carbon capture and storage or co-firing 
coal with biomass. 

While experimental studies provide valuable and fun-
damental understanding of the processes of pulverized 
coal and biomass combustion, they cannot provide all in-
formation due to limited optical access and other issues 
related to the harsh combustion environment. Simula-
tions, such as large eddy simulations (LES), can comple-
ment experimental findings by providing large data sets 
that can be analyzed in great detail. However, numerical 
methods and modeling approaches need to be devel-
oped further to facilitate a comprehensive investigation 
of the physics of PCBC. Our work is on developing such 
models and methods for PCBC. In particular, methods to 
treat particle conversion and the gas phase combustion 
are developed. 

Results and Methods

The code used for all simulations is the in-
house finite volume (FV) Fortran code PsiPhi. 
The code solves the implicitly filtered Navi-
er-Stokes equations in the low Mach number 
limit. Continuity is enforced by a pressure-correc-
tion scheme and projection method using a Gauß-Sei-
del solver with successive over-relaxation. The code is 
parallelized by MPI with non-blocking communication 
and scaling is demonstrated for up to 128,000 cores. 
Cartesian, equidistant grids are used, which allow for 
an efficient usage of a large numbers of cells. A third or-
der Runge-Kutta scheme is used for time-advancement. 

Coal and biomass particles are treated as Lagrangian par-
cels. Their parallelization relies on the same domain de-

composition as the gas phase treated by the FV method. 
Coupling between particles and gas phase is facilitated 
by tri-linear interpolation schemes. The discrete ordinates 
method is used to solve for the radiative heat transfer. The 
code is compiled with Intel Fortran and both IBM and In-
tel MPI is used. The code has been sped up by improving 
parallelization and algorithms by us and our collaborators 
during the projects on SuperMUC. 

The overall CPU-hours used in project pr84mu were 
around 21 million and 10 million in project pr85qi. Typical, 
coarse grids consisted of ~500,000 cells and fine grids 
consisted of up to ~1,700,000,000 cells. Numerical parti-
cles were typically around 40,000,000. Coarse runs were 
conducted with ~1000 cores, whereas fine runs were 
conducted with ~15.000 cores. To reduce the issue of very 
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long initialization times, results from coarse grids were 
used to initialize runs on finer grids. The largest run con-
ducted, 16384 cores, generated one restart file per core 
with the total size of four terabytes. Data relevant for 
post processing was combined to a hdf5-file of around 
one terabyte. The overall WORK storage required was 31 
terabytes.

Large-scale coal and biomass flames in furnaces that 
have been studied in detail experimentally – the IST 
and the BYU furnace – were used as reference cases. 
The classical coal and biomass conversion models, 
originally developed in cooperation with Imperial 
College were tested, as well as improved models and 
strategies. The first step of particle conversion, pyrol-
ysis, is too complex to be explicitly modeled in LES. In 
cooperation with TUB Freiberg, a pre-processing strat-
egy was developed to optimize the parameters of a 
simple empirical model based on the predictions of 
advanced pyrolysis models [1]. The massively parallel 
simulations provided a good description of scalar and 
velocity fields, confirmed by the good agreement with 
experiments. Flame stabilization, flame structure and 
particle burnout are strongly affected by the fuel prop-
erties and the fluid dynamics, and LES is able to pro-
vide insights to the phenomena occurring in this type 
of application that are currently not available through 
experimental means. Single particles were tracked 
over time and instantaneous ensembles were collect-
ed to obtain a better understanding of the conditions 
that coal particles are subjected to [2]. The effect of 
conversion modeling, particularly the empirical devol-
atilization model and the mode of char combustion 
model, on the flame lift-off and flame length of a co-
fired flame was also investigated [3].

A part of the project was to incorporate the flamelet 
model, which is particularly popular in gaseous tur-
bulent combustion computations, to the LES of coal 
combustion. The test case used for the flamelet LES is 
a semi-industrial scale furnace with a thermal pow-
er of approximately 2.5 MW. The first flamelet table 
used to describe the chemical state of the reacting gas 
phase was based on two mixture fractions for volatile 
and char-off gases as well as on enthalpy and variance. 
The flamelet table was generated before the simula-
tion, and chemical state variables looked up from the 
table based on the four parameters obtained during 
the simulation. First simulations provided good results 
and could demonstrate the suitability of the flamelet 
model for such simulations [4]. A further improvement 
was achieved by including scalar dissipation rate as 
a look-up variable [5]. Scalar dissipation rate is an im-
portant parameter in the flamelet model and can be 
understood as an inverse mixing time-scale. The large 
simulations show very good results compared to the 
experiment and reveal a wealth of information that is 
yet to be analyzed. A key feature of such furnace sim-
ulations is depicted in Figure 1, where the logarithmic 
scalar dissipation rate of the sum of the two mixture 
fractions is presented, showing regions of intense mix-
ing in the volatile flame close to the inlet but also in the 
shear layers between flue gases and fresh combustion 
air at the edges of the quarl outlet. 

On-going Research / Outlook

“SuperMUC Next Generation” will enable to simulate 
test cases even closer to industrial applications. But also 
to run laboratory scale configurations at higher resolu-
tion to resolve physics down to the scales of turbulence 
and particle-turbulence interaction, which provides valu-
able understanding of the physics of turbulent coal con-
version. 
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Figure 1: Logarithmic scalar dissipation rate of the sum of volatile  
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flamelet LES of the IFRF semi-industrial furnace.
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Introduction

Turbulent thermal convection is ubiquitous in nature; its 
investigation is needed for the better understanding of 
geophysical and astrophysical flows and for technolog-
ical improvements in industrial applications. By means 
of Direct Numerical Simulations (DNS), we study various 
canonical setups of this problem, ranging from the classi-
cal example of Rayleigh-Bénard convection (RBC), over in-
clined and vertical convection, to horizontal convection [1]. 

The common parameters that describe these systems 
are the Rayleigh number (Ra), characterising how vigor-
ous the flow is, the Prandtl number (Pr), specifying the 
fluid, and the geometrical aspect ratio of the convection 
cell. Our theoretical investigations are aimed on a better 
understanding of turbulent thermal convection in the 
above flow configurations and on the development of 
models to predict main mean flow characteristics such 
as mean momentum and heat transport, measured, re-
spectively, by the Reynolds and the Nusselt number, and 
their scalings with the control parameters.

Results and Methods

For our simulations we use the finite volume code gold-
fish developed by the researchers of this project, Olga 
Shishkina, Sebastian Wagner and Susanne Horn. The 
code is written in fortran and parallelised with MPI; it 
solves the incompressible Navier-Stokes equations and 
the temperature equation. The input-output is also fully 
parallel using the netCDF-4/HDF5 format. 

Since we perform almost exclusively DNS, i.e. our mesh-
es have to be fine enough to resolve the smallest rele-
vant turbulent scales, the number of cores used strongly 
depends on the studied configuration and parameters, 
especially on the Rayleigh number and to some extent 
also on the Prandtl number. Typically we run several sim-
ulations simultaneously with varying input parameters 
using between 128 and 1024 cores. To obtain reliable sta-
tistical convergence run times in the order of weeks up to 
months are required. For one setup we usually store 500 

to 1000 instantaneous flow fields on the SCRATCH space, 
resulting in about 15 to 20 TB per project and user. These 
are necessary for many analysis methods, which would 
also otherwise slow down the simulations tremendously 
if conducted during run time. Furthermore, not all rele-
vant quantities are known a priori, but can be recovered 
from the instantaneous fields. This enables us to re-use 
our data for our on-going research.

Inclined convection
In inclined convection a fluid layer is tilted with respect 
to the gravity direction, and thus, not only buoyancy, but 
also shear drives the flow in this case. The inclination angle 
β=0 corresponds to Rayleigh-Bénard convection, i.e. a flu-
id heated from below and cooled from above, and β=π/2 
corresponds to vertical convection, where a fluid layer is 
confined between vertically aligned heating and cooling 
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plates, see Fig. 1. In Ref. [2] we have shown, that the heat 
flux dependence is not universal and is a complicated 
non-monotonic function of Ra and Pr. Thus, with a small in-
clination of the RBC cell, the Nusselt number can decrease 
or increase, compared to that in the RBC case, for large and 
small Pr, respectively. Close to β=π/2, the Nusselt number 
decreases with growing β in all considered cases. Moreover, 
a slight cell tilt may not only stabilise a large scale circula-
tion but can also enforce one for cases where the preferred 
RBC state is a more complicated multiple roll state.

Boundary layer structures
Viscous and thermal boundary layers (BLs) play a criti-
cal role in the heat transfer. The classical Prandtl-Blasi-
us-Pohlhausen BL theory cannot describe well the BLs 
in turbulent RBC as its inherent features like pressure 
gradients within the BLs, fluctuations and buoyancy, are 
assumed to be negligible in that approach. Therefore, 
based on our DNS, we advanced the BL theory for tur-
bulent RBC by its extension to the case of a non-vanish-
ing pressure gradient within the BLs, when a large-scale 
circulation approaches the heating/cooling plates not 
parallel to them. Further, we studied the effect of fluc-
tuations within the BLs by considering the turbulent 
thermal diffusivity. The new developed BL equation [4] is 
analytically solvable and its solutions are found to be in 
excellent agreement with the DNS.

Scalings in turbulent horizontal convection
In horizontal convection, heating and cooling are ap-
plied to different parts of the same horizontal surface 
of a fluid layer, see Fig. 2. This is a paradigm setup rele-
vant for many geophysical systems, in particular, in the 
large-scale ocean circulation, as heat is supplied to and 
removed from the ocean predominantly through its up-
per surface, where the ocean contacts the atmosphere. 
It is also important in process engineering. In Ref. [3] we 
studied the scalings in horizontal convection. The derived 
model is in perfect agreement with the numerical data.

Wall roughness in thermal convection
Surface roughness is known to have a large impact on 
the global heat transfer. Therefore we study numerically 
the effect of the roughness introduced by a set of distinct 
obstacles attached to the heating and cooling plates, for 

different Ra, Pr and configurations of the cell geometry 
[1]. Based on our DNS, we suggested a simple parame-
ter-free model, which captures well the mean heat flux 
enhancement due to regular wall roughness, the height 
of which is larger or comparable with the thickness of 
the thermal BL in the case of smooth plates. 

Rotating Rayleigh-Bénard convection
In rotating Rayleigh-Bénard convection, the flow does not 
only depend on Ra and Pr, but also very strongly on the 
applied rotation rate, often expressed by the inverse Ross-
by number, 1/Ro. We conducted DNS for various Ra, Ro and 
Pr, and also taking into account the explicit temperature 
dependences of the fluid properties. One of the main ob-
jectives of the study is to investigate rotating RBC in the 
regime of geostrophic turbulence which is considered the 
most relevant for the description of geo- and astrophysical 
phenomena. It translates to very high Ra and 1/Ro, i.e. tur-
bulence in the presence of strong rotational constraints. 
Further, a novel method to identify the flow regimes was 
proposed [1], which is based on an analysis of the balance 
of the poloidal energy and toroidal energy. 

On-going Research / Outlook

Numerical simulations of turbulent thermal convection 
are mainly limited by the required very fine resolution, 
in particular of the boundary layers, but also of the small 
structures, such as plumes in the bulk. These restrictions 
are imposed by the available computing power, the mem-
ory of the nodes and also the available storage. Hence, 
only very recently it has become possible to study, for 
example, geostrophic turbulence in rotating convection 
with DNS. However, we are still only in the border area, and 
every further advance into this utmost important regime 
will enrich our knowledge on geo- and astrophysical fluid 
dynamics. Similar applies to inclined and horizontal con-
vection and turbulent thermal convection in general.
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Figure 2: Scheme of the studied horizontal convection setup together with streamlines; the left one tenth of the bottom is heated (red), while the 
right one tenth of the bottom is cooled (blue). The rest of the bottom, as well as the top and sidewalls, are adiabatic. Cross sections of the tempera-
ture are given below. Adopted from [3].
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Introduction

The current report shows the status of our HLRB project 
pr84qo [1], which is running on SuperMUC (GCS large 
scale project) since November 2014 and until December 
2016. In total we were awarded 18 Million CPU-hours. 
The aim of this project is to investigate turbulent spray 
flames, quantifying possible modifications of the turbu-
lent properties. Ignition is analyzed in homogenous iso-
tropic turbulence and shear flows (temporal jet) by Di-
rect Numerical Simulation (DNS), considering n-heptane 
liquid droplets. The droplets, being smaller than the grid 
resolution and Kolmogorov length scale, are modeled 
as point droplets, while the Navier-Stokes equations are 
solved in the low-Mach number regime. Detailed models 
are employed to describe chemical reactions and molec-
ular transport in the gas phase. In the current DNS, the 
continuous (gas) phase is simulated in a standard man-
ner (Eulerian frame) whereas the discontinuous (droplet) 
phase is tracked in a Lagrangian frame. Two-way cou-
pling interaction between both phases is quantified via 
the exchange of mass, momentum and energy. The im-
pact of different parameters is investigated, in particular: 
initial temperatures, initial pressure, equivalence ratio/
droplet mass fraction, droplet size, turbulence level (with 
a Taylor Reynolds number up to 150) and mean shear ef-
fect. The in-house 3D DNS solver DINO [2] is used for all 
simulations. 

Algorithms and Numerical Methods

The current project relies on an in-house DNS code. DINO 
is a new Fortran-2003 code, which has been developed 
in our group since the beginning of 2013 [2, 3]. DINO is a 
three-dimensional low Mach number DNS solver code 
with a 6th order finite-difference spatial discretization 
for reacting and multi-phase turbulent flows. The code is 
parallelized in two dimensions using the 2DECOMP&FFT 
library that acts on top of standard MPI and FFTW. The 
Poisson equation for pressure is solved by means of FFT, 
both for periodic and non-periodic boundary conditions 
(in the latter case with pre- and post-processing steps). 

Although in any low Mach number solver the time step 
restriction for acoustic wave is removed, the restriction of 
time step due to chemistry stiffness is still there. For that 
reason, a 3rd order semi-implicit Runge-Kutta scheme, or 
alternatively a combination (Radau5 for stiff terms, explic-
it 4th order Runge-Kutta for non-stiff terms) are used for 
time integration. Both techniques rely on standard linear 
algebra libraries, LAPACK and BLAS, for the implicit stiff 
part of the ODE. By default the chemical source terms 
are computed using the Cantera-1.8 library. The transport 
properties are computed either with the Cantera library 
or with the EGlib-3.4 library. The discontinuous phase in 
multi-phase flow simulations (droplets/spray) is tracked 
by using either a classical Lagrangian point force approach 
(for non-resolved particles) or with the Immersed Bound-
ary Method (IBM) technique for fully resolved droplets (an 
approach that is not discussed further here). The initial 
turbulent field is generated by inverse Fourier transform 
with analytical energy spectrum (Passot-Pouquet or Von 
Karman-Pao). Input/output operations rely on MPI-I/O 
routines provided by the 2DECOMP&FFT library. These files 
are used for restarting the simulations while using paral-
lel HDF5 saving for storing data used for postprocessing. 
The code is already under GIT version control, which helps 
all users to quickly and safely carry out changes or up-
dates, if needed. As build environment DINO uses cmake 
and it can be compiled with both GNU and Intel Fortran 
compilers. Required resources for this project are summa-
rized in Table 1. 

Table 1: summary of required resources. 

Total  
CPU-h

Overall  
storage

Typical  
#cores

#generated 
files

18 Mio 40 TB 2048 6000

Scientific Results

As mentioned in the previous section we are investigat-
ing the burning of n-heptane liquid droplets in two dif-
ferent configurations: Homogeneous isotropic turbulent 
(HIT) and temporally-evolving turbulent jet flows. Figure 
1 depicts the time evolution of the burning process in 
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HIT: liquid distribution (time=0.0 ms), evaporation pro-
cess (time=0.3 ms) and first ignition (time=0.56 ms). In 
this configuration, liquid droplets with a uniform tem-
perature of 300 K are randomly distributed in a hot ho-
mogeneous isotropic turbulent environment (oxygen/
nitrogen with temperature of 1500 K and atmospheric 
pressure). The corresponding results and more statistics 
had been presented during last Combustion Symposium 
[4]. Figure 2 shows the evaporation and ignition process 
in the temporal jet configuration. Here, the droplets are 
randomly distributed inside the central part of the do-
main ( jet flow region) with initial temperature of 300 K 
and with the same velocity as the surrounding jet flow. 
The jet flow and co-flow mixture consist of oxidizer with 
a uniform temperature of 1700 K and pressure of 5 bar.  In 
Fig. 2 the yellow spheres represent the size and location 

of the droplets (the size is multiplied by a factor of 4 for 
easier visualization), while the gray and red iso-surfaces 
represent the evaporated heptane vapor in the surround-
ing mixture, and the temperature of 1800 K, respective-
ly. Part of the result corresponding to this configuration 
have been already reported in Refs. [2, 5]. The output 
statistics and published data of the current project can 
ultimately become a reference data-set for many prac-
tical and academic works dealing with turbulent spray 
combustion. The complete 3D output data generated in 
the project will thus be gathered in a database accessi-
ble for other researchers who would like to validate their 
own spray evaporation or ignition model by analysis and 
comparison with DNS data. 
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Figure 1: Evolution of n-heptane mass fraction iso-surface in the gas 
phase (gray) with slices of gas temperature (color) as well as droplet 
position and velocity vectors (black)

Figure 2:  Time evolution of evaporation and ignition process of gaseous 
mixture. Red iso-surfaces correspond to a temperature of 1800 K, gray 
iso-surfaces represent n-heptane in the gas phase (after evaporation), 
yellow spheres represent the liquid droplets. Top: at time t=67 μs. 
Bottom: at time t= 75 μs.
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Introduction

Due to the increasing computing power available on 
modern supercomputers it becomes feasible to include 
more and more physical effects and scales in a single sim-
ulation. Fluid-structure-acoustic interaction is a typical 
application for such multi-physics, as well as multi-scale 
simulations. Within the DFG funded SPPEXA project Ex-
aFSA [1] we are aiming for such a simulation of sound 
generation in turbulent flows, together with its propa-
gation across large distances as well as the interaction 
with structural mechanics. In this context the transition 
from turbulent flow to acoustic wave propagation is an 
essential task that includes many computational chal-
lenges. Solving this problem with a monolithic approach 
is still too expensive and might not be feasible from a 
numerical point of view. However, these different effects 
typically appear in spatially separable areas (Figure 1) and 
a coupled approach can be used to address each domain 
with the best-suited numerical approximation. The inter-
action between the domains is realized via the exchange 
of information at the joint interfaces.

To enable individual discretization, different governing 
equations as well as adapted numerical methods in 
each domain (Structure, Fluid, Acoustic Far Field), we 
exploit a partitioned coupling approach: for each do-
main we apply the appropriate solver, which allows us 
to reuse existing software packages with their individ-
ually high scalability and efficiency characteristics. We 
then ‘glue’ them together by using a dedicated coupling 
library. 

Typically, the acoustic far field has the largest extent (e.g. 
for the noise generation of wind turbine it is interesting 
how much noise is reaching the houses in the neigh-
borhood) and needs to be solved efficiently. Additionally, 
the fluid-acoustic interface is computationally intense in 
terms of communication as well as data mapping.

Results and Methods

Acoustic simulations require the transport of waves over 
long distances without damping or phase shifts in the 
waves. On the other hand, the solution in this part of the 
domain is smooth. Thus, high order methods are well 
suited from a numerical quality point of view as well as 
under a computational efficiency focus. We thus apply 
the high order Discontinuous Galerkin solver Ateles for 
the acoustic far field. Ateles is part of the end-to-end 
parallel framework APES [2], which provides the required 
tools for pre- and post-processing on the basis of the 
common mesh library TreElM [3]. 

Ateles is designed for large-scale simulations on mas-
sively parallel systems and shows good scaling behavior 
on systems such as the SuperMUC (Figure 2).

In addition to the Linearized Euler Equations, Ateles also 
features a non-linear Euler and Navier-Stokes kernel. 
These kernels are applied for the simulation of the turbu-
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Figure 2: Weak scaling of the 64th order spatial scheme with 16 
elements per process on up to 8192 nodes of SuperMUC with hybrid 
parallelization.

Figure 1: Sketch of a typical fluid-structure-acoustic set up.
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lent flows that generate the sound waves and transport 
them through the acoustic near field before the waves 
are handed over to the acoustic far field solver. With the 
high order solver Ateles we are aiming for direct numer-
ical simulations (DNS). Figure 3 shows a flow field of a 
supersonic jet with more than 2.85 billion degrees of 
freedom that resolve the smallest scales in the flow.

For the partitioned coupling approach, the coupling library 
preCICE [4] is used which takes care of the data mapping, 
the data exchange and the steering of the simulation time 
steps. An explicit parallel coupling method with point-to-
point communication is used in preCICE and, therefore, 
both domains can be efficiently solved in parallel. At each 
time step, data is exchanged at the interface. For the par-
titioned coupling approach, a static load balancing based 
on heuristics is exploited. Therefore, idling processes due to 
different work of the  non-linear flow domain in contrast 
to the linear acoustic domain can be minimized according 
to the usecase. For e.g. the coupled simulation of a subson-
ic jet, shown in Figure 4, each domain spends respectively 
20% and 14% of the whole execution time in the coupling 
library, which represents the time of communication and 
data mapping with nearly no waiting time observed.

On-going Research / Outlook

The just finalized phase 1 of the ExaFSA project focused 
on setting up the framework and gaining experience with 
the general quality of the coupling algorithms, especial-
ly on the data mapping between the processes. Future 
work focuses on the simulation of real world fluid-struc-
ture-acoustic interaction to bring new insights into such 
applications and realize computational optimization of 
e.g. the sound design of an aircraft or wind energy plants.
 
The DFG funded project is extended in the 2nd phase 
where we will focus on challenges regarding stability at 
the coupling interface when coupling different meshes 
and time integration schemes, tailoring the discretiza-
tion to the physics as well as to the machine.

With the help of compute resources on SuperMUC, we 
were able to explore and overcome the bottlenecks in 
the optimization of data mapping within the coupling 
tool. In the on-going research efforts, we are also opti-
mizing the methods of static load balancing between 
the domains that are parts in the coupled simulation. 
Efforts also involve improvements in the sustained per-
formance of the Ateles framework. 
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Figure 3: Iso-surfaces of vorticity magnitude colored by Mach number and acoustic pressure on a slice around the core of the free-stream jet. Mu-
lit-level mesh with 139,424 elements, O(16), yielding more than 2.85billion degrees of freedoms. The simulation was run on 2048 nodes, i.e. 32,768 
cores, of Super-MUC [5].

Figure 4: Snapshot of a coupled 2d simulation of a 
subsonic jet (Mach 0.1), where the domain showing 
the grid is the non-linear flow domain and the one 
without grid indicates the linear acoustic domain. In 
total 1,966,080 degree of freedoms, running on 66 
nodes on SuperMUC, require 50,000 CPU-h for 250 s 
simulation time.  
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Introduction

Hydraulic machinery, such as water turbines, turbo 
pumps and marine propulsion systems, are frequently 
affected by cavitation, which occurs when the local stat-
ic pressure in the liquid drops below the vapor pressure. 
This causes evaporation and the generation of vapor 
pockets (cavities). Being advected again into regions of 
increased pressure, a sudden implosion-like re-conden-
sation takes place. During these collapses, the pressure 
level can reach magnitudes of several hundreds to thou-
sands of atmospheres and strong shock waves are creat-
ed. The aggressiveness can be severe enough to damage 
even metal surfaces. When exposed to cavitation over a 
sustained time, this may eventually lead to the failure of 
the affected components. 

In this project, we focus on the numerical investigation 
of cavitating flow in the context of ship propellers. While 
material erosion reduces the lifespan of propeller blades 
and the rudder, cavitation also causes a reduction in 
thrust and efficiency. Propeller performance is degraded, 
and fuel consumption increased. Simultaneously, cavi-
tation induces noise and structural vibrations. To avoid 
these highly undesirable consequences, an in-depth un-
derstanding of the relevant mechanisms is necessary. 
A key aspect of this project is to develop the ability to 
assess local flow aggressiveness and to quantify the po-
tential of material erosion. 

Computational Fluid Dynamics (CFD) is advantageous, as 
it enables the analysis of flow structures and dynamics 
at both a temporal and spatial accuracy that is difficult 
to obtain with experimental studies. The formation and 
propagation of complex shock wave systems is crucial for 
understanding cavitation and its impact on materials. 
However, the time-scales between the convective flow 
and wave dynamics typically span several orders of mag-
nitudes. To resolve these effects, time steps smaller than 
nanoseconds are required and thus millions of iterations 
are necessary to cover characteristic time intervals. This 
leads to a substantial numerical effort, requiring mas-
sively-parallel, high-performance computing resources.

Numerical Method

In order to capture collapse-induced pressure peaks 
and associated shock wave dynamics, the numerical ap-
proach developed at the TUM Institute of Aerodynamics 
and Fluid Mechanics [1], takes into account the two-
phase compressibility of the water-vapor-mixture. The 
density-based, 3D finite volume method is based on a 
homogeneous mixture model [2]. Spatial reconstruction 
utilizes a 2nd-order TVD scheme on body-fitted, struc-
tured grids. An explicit, 4-stage Runge-Kutta method is 
used for time integration. In this study, we focus on in-
ertia-dominated flow physics and thus neglect viscosity. 
Furthermore, the flow is assumed barotropic and the ef-
fects of gas content are neglected.

Results

Shedding Partial Cavity
For a validation of the numerical approach, the canoni-
cal configuration of shedding partial cavities developing 
over a prismatic test body was studied [3]. The simulations 
exhibit complex flow patterns that are also observed ex-
perimentally. Figure 1 shows an instantaneous view of the 
flow field. Cavities, visualized by iso-surfaces of the 10% 
volume fraction α in Fig. 1(a) are compared to iso-surfac-
es of vorticity magnitude |ω|, i.e. vortical structures, in Fig. 
1(b). The simulations show cavitating horse-shoe vortices 
and cavitation of streamwise-oriented hairpin vortices, 
which match the experimental observations. Propagating 
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Figure 1: Comparison of instantaneous vapor structures (iso-surfaces 
α=0.1, top) and vortical structures (iso-surfaces |ω|=4000 s-1,  
colored by axial velocity u, bottom).

4



Dynamics of Shedding Partial Cavities and Erosion Aggressiveness of Cavitating Ship Propeller Flow

shock wave structures, also known as crescent-shaped re-
gions that occur for the localized collapses of vapor clouds, 
are also correctly reproduced in the simulation. 

The partial cavity experiences periodic shedding with a 
characteristic Strouhal-number of St=0.28, which is in 
close agreement with the experimental findings. At the 
chosen operating point, the shedding is dominated by an 
abrupt condensation of the water-vapor mixture, origi-
nating at the cavity aft portion when the attached sheet 
reaches its maximum spatial extent. Observed by ex-
periments only recently, it is correctly reproduced using 
the numerical model, as depicted in Fig. 2. It was demon-
strated that this phenomenon represents a compressible 
shock wave.
 
Cavitating Propeller
Subsequently, the developed method is utilized for the 
computation of cavitating flow around the model pro-
peller VP1304 [4,5]. Reproducing the Potsdam Propeller 
Test Case 2011, three operating points exhibiting cavitat-
ing flow were simulated. The obtained results show good 
agreement for the computed propeller efficiency, blade 
pressure distributions, and cavitation patterns. Location 
and extent of cavitating regions is in agreement with the 
experiments and previous numerical studies, supporting 
the choice of our numerical approach. A snapshot of the 
computed flow field is shown in Fig. 3, visualizing vapor 
structures in Fig. 3(a), and vortical structures in Fig. 3(b).
The flow aggressiveness for this configuration is analyz-
ed by two criteria: first, pressure maxima are monitored 
for each grid cell. Second, using a collapse detection algo-
rithm, collapse events of isolated cavities within the flow 
field are recorded. The visualization in Fig. 4 compares 
the maximum detected pressure on the blade surface 

with collapse events for the three operating conditions. 
By performing a statistical analysis of recorded collapse 
locations, rates and intensity, this enables the compu-
tation of collapse spectra. The results indicate that the 
cavitating flow is least aggressive at the design point of 
the propeller.
 
HPC resources are a necessity for the presented stud-
ies due to the disparity between the extremely small 
time scales of compressible wave dynamics (~1 ∙ 10-9 s) 
and time intervals of interest, e.g. the revolution of the 
propeller (~1 ∙ 10-2 s). Utilizing a maximum of up to 2028 
cores for the parallel computations, the investigations re-
quired a total of approximately 20 ∙ 106 CPU-hours. 

The presented analyses allowed us to validate the cho-
sen numerical approach. They helped us to better under-
stand the flow dynamics of partial shedding cavities ex-
periencing sheet-to-cloud transition. Furthermore, it was 
demonstrated that the approach can be used to assess 
local flow aggressiveness on ship propellers.

On-going Research and Outlook

Current research topics focus on the mutual interaction 
between boundary layers, fluid turbulence and cavita-
tion dynamics. Furthermore, the flow solver is extended 
to enable a closer modelling of the actual operating en-
vironments of ship propellers. This includes the presence 
of a ship wake or oblique inflow, as well as to investigate 
the effect of control surfaces, e.g. struts or rudders. The 
extremely small time steps required by the model cur-
rently demand high-performance computing resources. 
Therefore, with the aim to reduce the computational 
effort, several acceleration techniques, such as implicit 
time stepping methods, will also be investigated.
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Figure 2: Spanwise-averaged instantaneous void fraction, exhibiting a 
condensation shock at x≈70 mm . Velocity vectors show the span-
wise-averaged local flow velocity.

Figure 4: Assessment of flow aggressiveness (view on the suction side 
of a single propeller blade). Comparison between maximum surface 
pressures pmax (top) and scatter plot of collapse events (bottom). The 
size and color of the symbols correspond to the magnitude of the pres-
sure pulse upon cavity collapse pcollapse .

Figure 3: Flow field around VP1304: vapor structures (iso-surfaces α=0.1, 
top) and vortical structures (iso-surfaces |ω|=1000 s-1, colored by axial 
vorticity ωx, bottom).
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At the PROMES laboratory, we study the effect of very 
strong temperature gradients on the turbulence of wall 
bounded flows. This study is motivated by the flow char-
acteristics inside solar receiver of concentrated solar 
power tower plants. As an example, PEGASE (Produc-
tion of Electricity from GAs turbine and Solar Energy) is 
a technology of solar plant that uses pressurized air at 
very high temperature. 

In the situation of high temperature gradients, the inter-
action between energy and momentum equations are 
strong and classical models are not valid anymore. The 
temperature gradient can be considered as a strong ex-
ternal agency that modifies the turbulence properties. In 
the case of low speed flow, only very few studies are ded-
icated to this coupling. In particular, there is no reference 
data that concerns subsonic flow without low Reynolds 
number effect and with dilatational effect due to strong 
thermal gradient.

TrioCFD is a fluid mechanic c++ code of the TRUST plat-
form designed for HPC with a natural MPI parallelization 
that allows to run over 10 000 cores. With a specific mod-
ule developed for this project, the operator and pressure 
solver use SEE vectorization, IJK structured grid and a 
cache optimized multigrid solver that give us a speed up 
of 3 from the previous version of TrioCFD.

Using TrioCFD code, we run a large Direct Numerical Sim-
ulations (DNS). With this DNS, we will be able to study 
the thermal boundary layer in the case of dilatational 
flows. Furthermore, it can help to better understand the 
coupling between the dynamic and the thermal part in 
low Mach flows.

Results

In solar receiver air flows, the velocity dilatational effect 
is negligible and the thermal dilatation has strong effect. 
Consequently, we use the low Mach flow assumption 
(Ma<0.3). This implies that continuity, momentum and 

energy conservation equations are coupled. For the nu-
merical point of view, the equations are coupled using 
a fully conservative algorithm that ensures local and 
global conservation mass and energy independently of 
the mesh.

Simulation set up
The time integration is done using a Runge-Kutta 
third-order scheme. The convective operators are cen-
tered fourth order for velocity and third order QUICK 
for mass. We use a suitable geometry for the study of 
wall-fluid interaction: the bi-periodic channel flow (fig-
ure 1). The lengths of the channel are Lx=4πh, Ly=2h, and 
Lz=2πh. We apply a ratio between the two walls Tr=T2/
T1=2. The turbulent Reynolds number (based on friction 
velocity) is 395.

The mesh is regular in periodic directions (1536 for x and 
1536 for y) and hyperbolic in wall-normal direction (896 
cells). The dimensionless first cell size is y+=0.125.

In total, the 2.1 billion cells are divided between 8192 
cores (one whole island). This simulation has run over 
500 k time step for a total time of 6 000 000 cpuhours. 
The multigrid solver uses 6 grid levels and a mixed pre-
cision method (3 simple precision iterations followed by 
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Figure 1: Channel flow configuration, thermal gradient is applied be-
tween the two walls.
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a double precision iteration) consequently the domain is 
splited only on eight parts in wall normal direction (re-
spectively 32 and 16 in x and y directions). The amount of 
data generated is around 8 To.

Simulation profiles
We have compared the results from the DNS with a fine 
LES (100 times less cells and this study algorithm) com-
puted on JADE cluster. The LES has the same root mean 
square profiles (temperature and velocity) than the new 
DNS with a magnitude error near to 5% (not shown here). 
This good result allows using the LES for the study of the 
turbulent kinetic energy transfers in the spectral space. 
The turbulent kinetic energy evolution can be decom-
posed into three main mechanisms which are the turbu-
lent production, the total transfer and finally the viscous 
part. These mechanisms can be split into a part that cor-
responds to the incompressible limit and another part 
that corresponds to the dilatational effect. This last part 
is specific to very anisothermal flow and is equal to zero 
in the incompressible limit. In the following, this part is 
called thermal part. 

The figure 2 shows the thermal part of the total trans-
fer at the cold and hot sides of the channel in function 
of the wave number (horizontal axis) and the dimen-

sionless distance to the wall (vertical axis). This transfer 
corresponds to a destruction of turbulent kinetic energy 
at the hot side and to a production of turbulent kinetic 
energy at the cold side. 

The maximum magnitude of the transfer thermal part 
represents ten percent of the maximum magnitude of 
the production. Obviously this transfer does not corre-
spond to a Reynolds effect. It shows a complex coupling 
between temperature and velocity that creates a dissym-
metry of turbulent statistics at the hot and cold sides. 
Concerning solar power tower plant, this transfer has to 
be avoided. Indeed, we want a high intensity of turbu-
lent kinetic energy at the hot side in order to increase 
the heat exchange between the wall and the working 
fluid. We have shown that the transfer thermal part is 
due to the velocity normal to the wall that is created by 
the temperature gradient. In order to reduce this transfer 
and to increase the heat exchange between the wall and 
the working fluid, we propose to use vortex generators. 
These vortexes remove the velocity normal to the wall 
and decrease the thickness of the viscous sublayer. These 
two effects increase the heat transfer between the wall 
and the working fluid without increasing too much pres-
sure drop. 

On-going Research / Outlook

This very fine simulation constitutes a very interesting 
database. We will compare the DNS results with other 
LES and DNS. In the case of very anisothermal flows, the 
variations of fluid properties are important. Concerning 
turbulence modelling, they create specific subgrid terms. 
It can be interesting to compute these terms usually 
neglected in subgrid models (like viscosity-velocity gra-
dient correlation). With these terms, we should be able 
to improve thermal subgrid models for LES. Furthermore, 
we can study the turbulent kinetic energy equation in 
physical and spectral space. In addition, by comparisons 
to other setup (thermal rate, friction number, boundary 
conditions, geometry…) we will be able to understand 
the effects of the interaction between turbulence and 
temperature and propose some geometry modifications 
for solar receivers.

Finally, this academic work has for goal to improve the 
understanding on the coupling between turbulence 
and thermal gradient in low-Mach flows using numeri-
cal simulations. Following, this work is used to propose 
new innovative heat exchanger designs. Implemented in 
solar tower power plant, these exchangers will decrease 
the cost of electricity production by a better efficiency.
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Figure 2: Thermal part of the total transfer in function of the wave num-
ber (horizontal axis) and the dimensionless distance to the wall (vertical 
axis). Hot side of the channel at the top and cold side at the bottom. The 
magnitude of the thermal part is rescaled by the maximum magnitude 
of production.
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Despite the development of power plants using renew-
able energy sources, gas turbines will play an important 
role in future energy production. They offer operational 
flexibility and at the same time low emission of green-
house gases. These are important properties to serve as 
backup solution in the age of renewable energy sources, 
which is essential to maintain net stability and a relia-
ble energy supply. Thermoacoustic oscillations limit the 
development of gas turbines aimed to lower emission 
of pollutant and a higher operational flexibility. The ba-
sic mechanism behind thermoacoustic oscillations is as 
follows: Small initial fluctuation of the velocity, say, yield 
fluctuation of the global heat release rate of the flame. 
This unsteady heat release rate acts as a volume source, 
which in term creates acoustic waves. These waves are 
reflected at the boundaries of the burner back to the 
flame and perturb the flame, again. This feedback can 
get unstable and yield very large oscillations. If the ma-
chine is not turned down, these oscillations can cause 
significant damage. 

The occurrence of those instabilities in a gas turbine de-
pend on the interaction of all parts of the engine. Howev-
er, due to limited computational power it is by no means 
possible to simulate a whole gas turbine within a single 
LES (Large Eddy Simulation). Low order network models 
are the state of art approach for estimating these insta-
bilities. First, a low-order model of each component in a 
gas turbine is determined. Then the low order models are 
interconnected in order to predict the global heat release 
rate of the flame. Entirely acoustic elements without re-
active flows can be modeled with a linearized version of 
the Navier-Stokes equations. However, a low-order mod-
el for the flame cannot be found on this way. 

Therefore, in the present project the so called CFD/SI ap-
proach is investigated [3]: The flame is simulated with 
a LES. These simulations are expensive and necessitate 
the use of SuperMUC. In order to deduce low-order mod-
els efficiently from the LES, the LES is perturbed with a 
broadband excitation signal. The resulting fluctuation of 
a reference velocity and of the global heat release rate 
are measured. The time series collected are post-pro-
cessed with system identification methods in order to 
determine the low-order models.

This method has already been proofed to be both accu-
rate and efficient. In the scope of the present project two 
new aspects are investigated: (1) It is investigated how 
non-linear low order models can be deduced. (2) The 
impact of swirl waves on the flame dynamics is inves-
tigated. For this purpose, two different swirl burners are 
investigated, one having axial swirler (BRS burner) and 
the other radial swirler (FVV burner) shown in Fig 1. and 
2., respectively. 

Results and Methods

The object-oriented C++ Software package OpenFOAM 
[4] is used to perform the LES simula-
tions. OpenFOAM employs an 
implicit finite volume 
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Figure 1: Heat release rate shown in BRS burner.
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scheme with well-known PISO and SIMPLE algorithms. 
The solver is based on the standard solver reactingFOAM. 

The turbulence is modeled with Smagorinsky sub-grid 
scale LES model. Global 2-step chemistry is used to mod-
el Methane-Air combustion. The Thickened Flame Model 
is implemented for decreasing the mesh resolution re-
quirement by artificially thickening the flame. The low 
Mach number assumption is used in order avoid acous-
tic wave reflection at boundaries. Adaptive Mesh Refine-
ment capability is added to the solver for refining the 
mesh only in flame region and therefore saving compu-
tational time.

The BRS burner rig is used for code benchmarking. Exper-
iments and numerical results using AVBP [3] are avail-
able in literature. In Fig. 3, the Flame Transfer Function 
calculated by means of experiment is compared against 
numerical approach (LES-SI) by different solvers AVBP 
and OpenFOAM. A good agreement with experiment is 
achieved with OpenFOAM simulations.

In order to compute a single 
Flame Transfer Function for 

BRS burner, time series 
around 0.35 seconds are 
required. This can be 
achieved in 120000 CPU 
hours with 840 proces-
sors. 

On-going Research / 
Outlook

For the nonlinear system 
identification we created long 

time series with broadband, high am-
plitude excitation. Due to the resulting large 

movement of the flame these simulations were 
numerically demanding. At the moment the focus is 
on post-processing the time series obtained in order to 
investigate the capability of the nonlinear system iden-
tification. Here, the objective is to investigates how well 
methods that have been validated for laminar flames 
[6] can be used to model thermoacoustic oscillations 
of turbulent flames. As the focus of this work is now on 
post-processing the CFD data the SuperMuc is not re-
quired anymore for this part of the work.

With the SuperMuc our current focus is on the investiga-
tion of the swirl flames. Here, a model for the influence 
has been developed by the authors of the present project 
[7]. This model is to be validated against a turbulent swirl 
flame. Extensive numerical studies with the SuperMuc 
will be necessary.

One proposal continuing the work done within this pro-
ject has just been submitted. The idea is to use the CFD/
SI approach to deduce low-order models for the com-
bustion noise. This is of high industrial interest, as such 
model combined with a thermoacoustic network models 
allows to predict the noise emitted by the engine.

In future it is planned to investigated the uncertainty 
of the prediction in more detail. Here, physical parame-
ters as the wall temperature and the turbulence model 
as well as numerical parameters as as the discretization 
scheme or the mesh are to be investigated. These study 
will require are huge computational and thus, necessiate 
the use of SuperMUC
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numerical simulations by OpenFOAM and AVBP.

Figure 2: Streamlines shown in FVV burner.
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Introduction

The flow field characteristics of swept low-aspect-ratio 
wing configurations with delta or diamond wing shape 
are typically dominated by large-scale vortex structures, 
which originate from flow separations at the wing lead-
ing edges. With increasing angle of attack, the vortices 
grow in size and strength, and unsteady effects com-
monly become relevant. The aerodynamic characteris-
tics then may change considerably, and large impacts 
on stability and control of the wing configurations are 
observed. Nonlinear flow interactions occur over a wide 
range of analyzed scales and consequently, complex flow 
fields are often present. By use of active and passive flow 
control mechanisms such as dynamic blowing at the 
wing surface or rather varying leading-edge contours 
(active leading-edge flaps and contour modifications), 
the vortex characteristics are manipulated and con-
trolled in some extent. Stability and control of respec-
tive low-aspect-ratio wing configurations can therefore 
mainly be improved.

Results and Methods

Scientific Results
Extensive analyses have been conducted in the present 
SuperMUC project on leading-edge contour modifica-
tions of a diamond wing configuration [1,2]. Depending 
on sharp and rounded leading-edge segments in span-
wise direction, the flow separation and the formation 

of leading-edge vortices is thus controlled. For sharp 
leading edges, the flow separation is fixed geometrically, 
but for rounded leading-edge contours, the flow separa-
tion occurs as a smooth surface separation on the up-
per wing surface. Consequently, additional parameters 
such as leading-edge radius or Reynolds number become 
more relevant. Figure 1 highlights corresponding results 
of the analyzed diamond wing configuration with span-
wise-varying leading-edge contours. At the considered 
angle of attack of α = 24°, in total three dominant lead-
ing-edge vortices occur, which arise in the respective 
wing segments from both sharp and rounded leading 
edges. They interact with each other and thus influence 
the overall aerodynamic characteristics as well as the 
stability behavior of the diamond wing configuration. 
Several combinations of varying leading-edge contours 
have been considered in the CFD computations, and flow 
separation onset characteristics and vortex-vortex inter-
actions have mostly been understood. The results there-
by contribute to an improved knowledge on relevant 
flow phenomena in the respective field of research.

Moreover, the effect of active flow control on lead-
ing-edge vortex systems has been analyzed in this Su-
perMUC project for a delta wing configuration. The oc-
curring large-scale vortical structure is influenced by 
pulsed blowing jets, which operate from several slots 
located close to the leading edge. The stability of the 
leading-edge vortex system is thereby controlled. Figure 
2 presents resulting differences between the baseline 
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a) α = 24°, surface pressures and field streamlines. b) α = 24°, axial vorticity contours.
Figure 1: Leading-edge vortex formation due to spanwise-varying leading-edge contours, SAGITTA configuration.
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and the actuated case at α = 23°. One can notice that the 
flow structures originating from the blowing jets affect 
the overall flow structure of the main leading-edge vor-
tex. Thereby, unsteady flow phenomena such as vortex 
bursting are delayed, which leads to more stable aerody-
namic characteristics. For even higher angles of attack, 
related CFD computations indicate that the existence 
of the leading-edge vortex can be maintained up to  
α = 45° by the applied active flow control. This conse-
quently improves the stability and control of the wing 
configuration, and the reachable flight envelope of prac-
tical applications can thus be extended.

Numerical Methods
The flow computations in this SuperMUC project have 
mostly been performed with the Reynolds-Averaged Na-
vier-Stokes (RANS) equations. They are considered to be 
the most complete description of flows in continuum 
mechanics and describe the exchange of momentum 
in the fluid considering friction. Since turbulent fluctua-
tions within the flow field are not resolved, but modeled, 
turbulence models must be applied to closure the set of 
partial differential equations. In case of vortex-dominat-
ed wing configurations, turbulence modeling is particu-
larly important, as a correct detection of the flow separa-
tions and the large-scale vortex structures is decisive for 
the quality of the results. Both steady-state RANS com-
putations and time-accurate (URANS) flow simulations 
have been considered. Unsteady flow phenomena have 
been accounted for by small time steps, which overall 
leads to large computer resource requirements. For an 
even better spatial and temporal resolution, hybrid al-
gorithms such as Detached Eddy Simulation (DES) have 
also been applied. Compared to the (U)RANS equations, 
high-energy turbulent scales are not modeled anymore 
in DES/LES computations, but resolved. The computa-
tional effort increases drastically, but the results become 
more accurate both in space and in time.

Most of the numerical investigations have been comput-
ed with the TAU-Code, a CFD solver developed at the DLR 
(German Aerospace Center) Institute of Aerodynamics 
and Flow Technology [3]. It is developed for optimized 
parallel efficiency on high-performance computers and 
uses several features such as the multigrid technique for 
convergence acceleration. The DLR TAU-Code is based on 
a finite volume discretization, and several upwind and 
central schemes can be applied. If turbulent flows are 

considered, a variety of one- and two-equation models 
as well as different kinds of Reynolds stress models (RSM) 
can be chosen. The commercial flow solver ANSYS CFX 
has been used as well for the numerical investigations. 
The widespread flow simulation software combines an 
advanced solver with powerful pre- and postprocessing 
capabilities. It runs in parallel mode and uses an ele-
ment-based finite volume method. Various turbulence 
models are available, and for instance, the SAS model can 
resolve spectral contents of unstable flow even in URANS 
computations. Consequently, it can provide a LES-like res-
olution of turbulent eddies in the unsteady flow region.

Typical computations of the present investigations have 
been run with up to 840 cores per job, and about 10 Mio 
core hours have been spent so far. Approximately 20 TB 
data has already been accumulated, and the scheduled 
computations currently require increased resources. The 
analyses are characterized by various parameter studies, 
which range from changed flight conditions to different 
flow control parameters and wing shape variations.

On-going Research and Outlook

The on-going research currently concentrates in par-
ticular on the flow separation characteristics of low- 
aspect-ratio wing configurations with rounded lead-
ing-edge contour. Moreover, the flow control aspects on 
suchlike configurations are still in the scope of the anal-
yses. Consequently, future work will focus in more detail 
on the computation of cases with pulsed blowing and 
leading-edge contour actuation to efficiently control 
the vortex structures. So far, the GCS Supercomputer 
SuperMUC has mainly contributed to the success of the 
research investigations. With respect to the upcoming 
CFD investigations, it will be essential for the progress in 
flight physics understanding.
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a) α = 23°, baseline case. b) α = 23°, actuated case, fpulse = 65 Hz.
Figure 2: Iso-surface of Q-criterion (Q=50 1/s2) colored by contour levels of normalized axial vorticity (ωx * lref / U∞), VFE-2 configuration (half wing).
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About a decade ago, the development of the waLBerla 
software framework [1] (widely applicable lattice Boltz-
mann solver from Erlangen) has started as a joint effort 
of several researchers at the University of Erlangen-Nürn-
berg. This framework provides a common basis for fluid 
simulation codes using the lattice Boltzmann method. 
Over the years, the capabilities and the number of con-
tributors also from other universities and institutes have 
grown. Recent applications of the software are:
• electrokinetic flows, 
• fluid-particle interaction phenomena  

of non-spherical particles,
• blood flow in complex geometries and  

local refinement,
• electron beam melting,
• microscopic swimmers.

In order to simulate real-world scenarios, waLBerla relies 
on using an immense compute power only available on 
modern supercomputers. This is reflected in the architec-
ture of waLBerla that has been designed systematically 
in every step to run efficiently on massively parallel ar-
chitectures.

Results

In the scope of this SuperMUC project, we performed 
scaling experiments and production runs for the previ-
ously listed applications realized withing waLBerla. In the 
following, we will present the principal results for elec-
trokinetic flows and fluid-particle interactions of elon-
gated particles. For the simulations presented below, in 
total 15 million core hours were used on SuperMUC.

Electrokinetic flows
Electrokinetics is the mechanism of choice for micro fluidic 
manipulation and actuation in lab-on-a-chip (LoC) systems. 
The increasing importance of LoC devices is attributable to 
the fact that they can be used as portable biological analy-
sis devices for point-of-care diagnostics. At the small scales 

of LoC systems, measurements of the flow are very difficult. 
Therefore, simulations are required for the design and opti-
mization of such systems. In order to accurately capture the 
multiple physical effects at small scale, a very fine discreti-
zation and small time steps are necessary, resulting in the 
need for a large amount of computational resources.

To facilitate particle-laden electrokinetic flow simula-
tions, waLBerla was augmented by a module of efficient 
parallel solvers for sparse linear systems arising from 
finite volume discretizations of electric potential equa-
tions. Moreover, to simulate the fluid-particle interaction, 
modeled with the momentum exchange method, waL-
Berla is additionally coupled to the physics engine pe.

The implemented algorithm for the electric migration of 
charged particles in non-electrolyte solutions was vali-
dated against analytical solutions for a single spherical 
particle. In the simulations that were running for 3.1 to 
14.5 hours on 1815 to 8192 cores of a thin-node island, 
34000 to 79000 time steps were performed. By means 
of the simulations, the impact of different simulation pa-
rameters on physical accuracy was examined. 

Moreover, as example scenario, the separation of inter-
acting charged macromolecules in fluid flows inside 

waLBerla – A massively parallel framework  
for fluid simulations
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Figure 1: Multiphysics simulation of bisecting micro-channel: separation 
of oppositely charged spherical parti cles with a radius of 60μm in fluid 
flow [2].
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channels of dimensions relevant for LoC was simulated. 
The result of such a multiphysics simulation on 144 cores 
after 108301 time steps is visualized in Figure 1.

Furthermore, weak and strong scaling experiments were 
conducted on SuperMUC, showing good parallel scaling 
on up to 32768 cores (4 thin-node islands) with more 
than seven million fully resolved charged particles [2]. In 
this project, also the electrophoretic motion of charged 
particles in electrolyte solutions was simulated. These 
simulations additionally include the effect of ions in the 
fluid on the particle motion. Simulation results for the 
electrophoresis of a charged sphere in a micro-channel 
are illustrated in Figure 2.

To validate the electrophoresis simulations, the electro-
phoretic velocity of a charged sphere due to an applied 
electric field was simulated on SuperMUC for various 
simulation parameters, mostly on 8192 cores (1 thin-
node island). The results obtained within 37 to 48 hours  
runtime were compared against analytical solutions. 
In these simulations, 70000 to 95000 time steps were 
performed to ensure that the particles had reached their 
terminal velocities. The validations show that the imple-
mented algorithms can correctly simulate the electro-
phoretic motion of charged particles [3].

Tumbling spherocylinders
To verify the correctness of the implemented LBM meth-
od coupled to the rigid body dynamics method for the 
fluid-particle interaction of non-spherical objects in the 
flow, the translational and rotational motions of single 

sphero cylinders in Stokes flow were compared against 
analytical solutions in [4]. 

From these simulations, the influence of shape, inertial, 
and wall effects on the motion of elongated particles 
were systematically examined. Additionally, visualiza-
tions of the flow field around sedimenting and tumbling 
spherocylinders were presented in [4].

The large-scale LBM simulations for the translational 
and rotational motion with 37000 to 88800 time steps 
were performed on SuperMUC on up to 8192 cores (1 
thin-node island) within 8 to 19 hours. For the tumbling 
motion simulations, 605000 time steps were conducted 
on 768 cores of SuperMUC within 48 hours.

On-going Research / Outlook

The great parallel performance and the efficient sched-
uling of SuperMUC helped performing the compu-
tationally challenging multiphysics simulations within 
a short time. SuperMUC Next Generation may facilitate 
even larger simulations and more detailed models.

In the future, we plan to perform simulations of the 
electrophoretic motion of large numbers of charged 
particles in electrolyte solutions for real-world LoC sce-
narios. Moreover, we are going to perform simulations 
of complex geometry flow problems in human vascular 
structures. Especially we want to explore the flow in the 
coronary arteries and the heart muscle on SuperMUC 
Phase 2.

References and Links

[1]  C. Godenschwager et al. (2013). A framework for hybrid par-
allel flow simulations with a trillion cells in complex geom-
etries. In Proc. of SC13: International Conference for High 
Performance Computing, Networking, Storage and Analysis.
doi:10.1145/2503210.2503273

[2]  D. Bartuschat and U. Rüde (2015). Parallel Multi physics Simulations 
of Charged Particles in Microfluidic Flows. Journal of Computation-
al Science, 8(0):1-19. doi:10.1016/j.jocs.2015.02.006

[3]  D. Bartuschat (submitted 2015). Direct Numerical Simulation of 
Particle-Laden Electrokinetic Flows on High Performance Comput-
ers. PhD thesis, University of Erlangen-Nürnberg.

[4]  D. Bartuschat, E. Fischermeier, K. Gustavsson, U. Rüde (2016). Two 
computational models for simulating the tumbling motion of 
elongated particles in fluids. Computers & Fluids, 127(0):17-35. 
doi:10.1016/j.compfluid.2015.12.010

Figure 3: Tumbling spherocylinders sedimenting in Stokes flow [4].
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Noise prediction is one of the most relevant topics for 
Computational Fluid Dynamics due to the fact that noise 
optimization, energy saving and pollutant emission min-
imization complement each other. In this project headed 
by Professor Jörn Sesterhenn of the Technische Universi-
tät Berlin, numerical simulations of a supersonic jet were 
performed on HPC system SuperMUC of LRZ, focusing on 
the research of the acoustic field.

The most accurate method to simulate this problem is 
based on Direct Numerical Simulation. However, this 
kind of simulation requires a huge amount of computa-
tional resources which to date are not available to most 
of the researchers or the industry. To overcome these 
limitations, a feasible approach to said problem is based 
on Large Eddy Simulations (LES). The downside of LES, 
however, is that only the large scales of the problem are 
solved whilst the small structures created by the 
turbulence are modeled with a mathemati-
cal algorithm. This is due to the fact that 
the small structures show universal 
behavior for high Reynolds num-
bers in which the large scales are 
decoupled of the small ones.

Of special interest in this pro-
ject was the so called ’near to 
intermediate field’ in which 
the acoustic properties can 
be directly related to the fluid 
structures that generate these 
acoustic waves.

The main objective of this pro-
ject is to describe the noise gen-
eration mechanisms that take 
place in the supersonic jet case. 
The so called ’turbulent mixing’ 
noise is created in both subson-
ic and supersonic jets. Turbulent 
mechanisms in the shear layer 

of the jet are the main reason for noise generation. This 
kind of noise is mainly radiated downstream of the jet. If 
a supersonic jet is not in adapted condition, a quasi-pe-
riodic structure with shock-waves is generated. These 
shock-cell structures generate some additional noise, 
which shows two different characteristics depending 
on the generating mechanism. ’Broadband shock-asso-
ciated’ noise radiates mainly in upstream direction and 
is generated by the present shock-cell structure. The 
other mechanism is the one that is being referred to as 
“screech”. This is a single frequency tone which is the re-
sult of a feedback loop at the nozzle exit. The generated 
noise and the eddies which are detached from the shear 
layer generate a single frequency tone. Depending on 
the relative velocity of the jet to the speed of sound, dif-
ferent large coherent structures are present in the flow 
field, and the noise mechanism change. Examples of 
such structures are single or double helical modes and 
toroidal modes.

Results

For free round jets focusing the near 
to intermediate field, a simulation 

should be performed in a box of 
dimensions 25D x 15D x 15D (while 
D is the diameter of the nozzle 
exit). In our case, a grid of 2048 
x 1024 x 1024 = 2.1 billion cells 
was necessary. To perform the 
needed statistics, we had to run 
the simulation for a minimum of 
30.000 time steps. This means 
that 2.1 billion points and the 
governing equations had to be 
solved at every individual time 
step. Taking all these factors 
into account, this simulation 
required at least 22.9 million 
CPU hours which means this 
project would have taken more 
than 2614 years to compute if 
executed on a single CPU sys-
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Figure 1: In the first stage of the jet, the first acoustic wave is 
shown over a plane normal to jet axis. In addition, the shear 
layer can be seen and the turbulent structures that in the 
shear layer are generated. The region in which the acoustic 
phenomena are radiated can be also perceived. Direct 
Numerical Simulation of a free round jet with Reynolds 
number 10.000.
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tem. Thanks to now available 
petascale HPC systems like 
SuperMUC of the LRZ, though, 
projects of this magnitude can 
be tackled. Due to the fact that 
on SuperMUC more than 8000 
CPUs simultaneously computed 
the numerical solution, we were 
able to execute this project 
within the time frame of just 
one year.

The simulations were performed 
with a self developed code, writ-
ten in FORTRAN language, that 
solves the compressible Navi-
er-Stokes equations in charac-
teristic formulation with finite 
differences. For this case is espe-
cially important to have a high 
order numerical code in order not to damp the acoustic 
waves that we try to investigate. Our code is sixth order 
and compact in space, and through a Runge-Kutta time 
integration routine we have fourth order in time.

In this project, both Direct Numerical Simulations 
(DNS) and Large Eddy Simulations (LES) are performed. 
The DNS are essentially the reference of the problem in 
which we are interested. With them we infer the phys-
ical phenomena that are occurred and we get more 
information about the noise generation process. The 
Large Eddy Simulations are the feasible solution for the 
current industry problems. Today DNS are not afforda-
ble for the industry, and therefore only the academia is 
able to perform this kind of simulations. The problems 
that the industry have to face, the academia is not able 
to solve, but in this context the Large Eddy simulations 
are the wire that connect both of them. In order to run 
enough accurate LES, the mathematical models behind 
have to be developed and validated, and this is exactly 
the aim of this part of the project, the validation of two 
LES models.

The most important finding of this project is the dif-
ference between the structures that are generated in 
the shear layer in a turbulent jet in comparison with 
a laminar one. The spatio-temporal evolution of these 
structures, and more specif-
ically the effect that these 
structures have in the radiated 
noise is under detailed investi-
gation.

In figure 1 the shear layer has 
a hexagonal shape in which 
different noise sources can be 
identified. Around the shear 
layer a ring can be identified. 
This ring is the region in which 
the noise generated has been 
radiated, but due to the ear-
ly stage of the fluid flow, the 

noise has not yet reached the 
whole domain. The big circle 
shown in figure 1 is the first 
acoustic wave that is generated 
when the jet starts.

Of special interest is also the 
first vortex ring that is gener-
ated because of the expansion 
when the first stage of the jet 
passes through the nozzle exit. 
In figure 2 an isosurface of the 
Q-criterion has been plotted in 
blue. In this figure a lot of struc-
tures that belong to the vortex 
ring can be identified.

Another relevant finding is that 
strong pressure perturbations 
are attached to the rear part of 

the vortex ring and this is the reason why some slots are 
formed in this region of the vortex ring. In figure 2 one 
can see how the center of the pressure perturbations, 
plotted in this figure as red isosurface, have their center 
on the shear layer, and more specifically where the shock-
waves are present. In a supersonic jet, both the shear lay-
er and the shock-cell structure contribute to the noise 
generation process. In this project we expect to identify 
more accurate the process of noise generation by investi-
gating in detail the structures of the shear layer and the 
acoustic field.

On-going Research

The most important limitation of this project has been 
the WORK disk space. In order to investigate the statis-
tically steady regime of the jet, more than 30000 time 
steps have to be taken into consideration. This problem 
was overcome by doing the statistics during the simula-
tion take place.

In the close future, an extensive post-processing of all 
the generated data will be done. Special focus on the 
present structures of the shear layer will be made and 
the global objective of the post-processing stage is the 
deep understanding of the involved phenomena of the 
noise generation process.

Figure 2: In the starting stage of the free round jet, Q-cri-
terion and pressure isosurfaces are plotted in blue and 
red, respectively. In black and white the density gradient is 
presented as a pseudo-schlieren over the mean plane. Here 
the interaction between flow and acoustic phenomena can 
be observed.

Figure 3: Continuous stage of the free round jet. Contour of 
velocities in logarithmic color scale. The flow phenomena 
as well as the acoustic ones can be clearly seen in this dual 
image.
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Developments in direct Diesel injection systems increase 
rail pressures to more than 2500 bar. This trend aims at en-
hancing jet break-up and mixing to improve combustion 
and reduce emissions. Higher flow acceleration, however, 
implies thermo-hydrodynamic effects, such as cavitation, 
which occur when the liquid evaporates locally. The col-
lapse of such vapor structures causes strong shock waves. 
When bubbles collapse near a solid wall, high-velocity 
liquid jets directed towards material surfaces are creat-
ed. Imposed structure loads can lead to material erosion, 
which may be so strong that the performance degrades 
severely or devices may fail. On the other hand, these loads 
are used to clean nozzle holes and throttles from surface 
deposits, and can promote jet break-up. Furthermore, two-
phase flows can be used to maintain choked nozzle condi-
tions and a constant mass flow rate.

Understanding the flow phenomena inside an injection 
system is necessary to quantify the effects of turbulence 
and cavitation, and their influence on jet and spray charac-
teristics. Small dimensions, high operating pressures and 
short timescales make the instrumentation of fuel noz-
zles with experimental equipment challenging. Compu-
tational Fluid Dynamics (CFD) can provide time-resolved 
information on flow structures in arbitrary small geome-
tries. Numerical simulations thus have become an impor-
tant tool in the design process of injection systems. 

The present research project focuses on the prediction 
of cavitation erosion in fuel injection systems using a 
CFD approach. This includes wave dynamics, interaction 
of cavitation and turbulence as well as flow transients 
due to moving geometries. In our project, we use Large 
Eddy-simulation (LES) to understand the flow dynamics. 
Our simulations run on SuperMUC in the massively par-
allelized numerical framework INCA [1].

Numerical Method

With LES, the smallest turbulent flow scales are not 
resolved on the computational grid. Effects of these 
scales thus must be modelled. We employ an implicit 
LES approach based on the Adaptive Local Deconvolu-
tion (ALDM) method [2]. To consider two-phase effects, 

we apply the homogenous-mixture cavitation model. 
The actual vapor-liquid interface of cavitation structures 
is not reconstructed in this barotropic model. Surface 
tension thus is neglected. Recently, we have extended 
the single-fluid two-phase model by a component of 
non-condensable gas. Complex (moving) bodies are con-
sidered by a conservative cut-cell method [3].

Results

Interaction of turbulence and cavitation
We have performed wall-resolved LES of the flow 
through a generic throttle to validate our model in the 
context of turbulent, cavitating nozzle flows [4]. At pres-
sure difference 300 to 115 bar, we observe periodic forma-
tion of vapor in the detached shear layer at the throttle 
inlet (left column of Fig. 1). When the pressure difference 
is increased (300 to 55 bar, right column of Fig. 1), a stable 
vapor sheet develops at the throttle inlet. In the throttle 
center, cavitation in large, stable vortices is observed. 

We find that while turbulence and vortex dynamics play 
a dominant role at low pressure differences, the forma-
tion of a stable sheet cavity and cavitating vortices sup-
press turbulence at high pressure differences. 

Break-up of cavitating liquid jets
Recently, we have studied the break-up of cavitating liq-
uid jets in a free gas phase [5]. The setup resembles a ge-
neric, scaled-up automotive fuel injector and consists of a 
cavitating water jet emanating from a rectangular nozzle 
injected into air. We investigated several operating condi-
tions that lead to different cavitation characteristics. 
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Figure 1: Instantaneous turbulence (top) and cavitation structures (bot-
tom) in a generic throttle valve. Pressure difference 300 to 115 bar (left) 
and 300 to 55 bar (right).
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In a supercavitating state, see right column of Fig. 2, we 
observe a stronger break-up of the liquid jet than in case 
of developing cavitation, see left column of Fig. 2.

From an analysis of the transient data we have identified 
three main mechanisms that lead to distortions of the jet 
surface and, ultimately, to a widening and break-up of the 
jet. First, turbulent fluctuations, which are induced by col-
lapse events in the proximity of the exit plane of the noz-
zle, add to the momentum in wall-normal direction. Sec-
ond, low pressure vapor regions near the nozzle exit and 
the gas filled plenum form a pressure gradient, which en-
ables entrainment of gas from the outlet region into the 
nozzle. When the gas is being ejected again, the water is 

accelerated towards the side walls and creates large scale 
bulges of liquid. Third, collapse events of cavitation struc-
tures inside the jet near the liquid-gas interface induce 
high velocity liquid jets directed towards the interface. 

9-hole Diesel injector with moving needle
To study our models in realistic environments, we in-
vestigate the turbulent multiphase flow inside a 9-hole 
common rail Diesel injector during a full injection cycle 
of ISO 4113 Diesel fuel at a pressure of 1500 bar into air. 
Our simulation includes a prescribed needle movement. 
The nozzle holes have a mean diameter of 150μm.

The analysis of the turbulent flow field reveals that the 
opening and closing phase are dominated by small-scale 
turbulence, while in the main injection phase large vorti-
cal structures are formed in the volume upstream of the 
needle seat, and reach into the nozzle holes, see Fig. 3. In 
each hole, several of these structures are present at the 
same time. During and after the closing phase, cavitation 
structures are detected in the nozzle holes and in the sac 
hole region, see Fig. 4, and cause violent collapse events. 
Subsequently, the collapse of the sac hole cavity and 

rebound effects cause a large number of strong events 
near the lowest point of the sac hole. These events dur-
ing this phase thus are considered to be most likely to 
cause surface erosion inside the device during operation.

On-going Research and Outlook

Our studies helped us to better understand the dynamics 
of cavitating, turbulent fluid flows in injection systems. 
High-performance computing is a necessary tool to ad-
dress the requirements that the investigations of tur-
bulent, cavitating flows impose on spatial and temporal 
resolution. Due to the high speed of sound, the time step 
size usually is on the order of less than a nano-second, 
while near-wall turbulence requires a high grid resolution 
and thus causes a large number of cells. Our simulations 
usually run on up to 5600 cores to compute physical time 
scales on the order of micro-seconds. Current research 
topics include the development of improved gas models 
with degassing and solution of gas in liquid, the analysis 
of fluid structure interaction in the context of cavitation, 
the modeling of quantitative erosion prediction in cavitat-
ing flow environments, and acceleration methods for CFD 
codes for the simulation of cavitating flows.

Figure 2: Cavitation structures (blue) and jet surface (grey) for develop-
ing cavitation (left) and supercavitation (right): perspective view (top) 
and top view (bottom).

Figure 3: Coherent vortical structures during the main injection phase 
colored by velocity in the half-domain.

Figure 4: Cavitation structures inside the nozzle holes and sac hole 
shortly after full closing of the injector needle.
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Introduction

In order to gain a deeper understanding of the aero-dy-
namic noise generation mechanisms and transmission 
for automotive applications, researchers from the Uni-
versity Erlangen-Nürnberg leveraged the HPC system 
SuperMUC to develop a hybrid aeroacoustic method. 
The turbulent flow over a forward-facing step served as 
a test case for the final validation of a hybrid scheme for 
the computation of broadband noise, as typically caused 
by turbulent flows. The scheme was applied to the flow 
around a simplified car model, which was studied exper-
imentally in the research project FORLärm [1].

Results and Methods

In order to make DNS/LES simulations of the flow over 
a forward-facing step and of the flow around a simpli-
fied car model (SAE body) feasible, SuperMUC was used. 
The typical job sizes were around half an island, although 
scaling measurements showed good parallel efficiency 
for more than one island. For the DNS, a pure MPI based, 
asynchronous communication was employed, while for 
the SAE body a hybrid MPI/OpenMP approach was used 
for higher flexibility. Scaling measurements for a setup 

similar to the one used for the DNS are shown in Fig. 1, 
comparing different communication strategies.

For the simulation of the forward-facing step, 400 mil-
lion CVs were used, so that an even better efficiency as 
for the test case could be achieved here. 

The software employed, Fastest-3D, is a block-structured 
finite volume solver with explicit and implicit time step-
ping algorithms, several linear and non-linear flux discre-
tization schemes and LES turbulence models. The linear 
equation solver is based on an incomplete LU factoriza-
tion with a geometric multigrid acceleration. Acoustic 
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Figure 1: Scaling measurements; on SuperMUC, optimized (non-block-
ing) and non-optimized (blocking communication calls) code versions.

Figure 3: Comparison of measured and calculated acoustic spectrum in 
1m distance above the step edge.

Figure 2: Isosurfaces of turbulent pressure fluctuations p’, bright color 
corresponds to –9 Pa, dark to 9 Pa.
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source terms are based on Lighthill’s acoustic analogy, 
vortex sound, or the acoustic perturbation equations 
(APE). Acoustic evaluation of data is done in an acoustic 
postprocessing step using CFS++ [4]. About 10 million 
CPU hours were spent for the DNS, including a grid inde-
pendency study. For the LES of the flow around the SAE 
body around 7 million CPU hours were needed. In order 
to be able to store the acoustic source term data, a con-
servative data projection to a coarser grid level was im-
plemented, such that source term data in the range of 
only 2 – 3 TB had to be stored.

As a main result it was possible to validate the imple-
mented hybrid acoustic method using the DNS data 
from the step flow. In addition, deeper insight into the 
flow structures developing from the step was achieved. 
Fig. 2 shows isosurfaces of the turbulent pressure fluc-
tuations. Small structures are generated in the vicinity 
of the step and are convected downstream of the step 
where they merge to larger structures again. Clearly, a 
highly turbulent flow field is caused by the step flow. 
Fig. 3 shows the acoustic spectrum obtained by the hy-
brid simulation approach compared to measurements. 
As can be seen, predicted and measured acoustic pres-
sure are in good agreement. This also validates the 
projection of the acoustic source terms to a two-times 
coarser grid level.
 
The second part of the project was concerned with the 
application of the developed hybrid acoustic scheme to 
the flow around a simplified car model. The turbulent 
flow around the model was computed using a Large 
Eddy Simulation. To illustrate the instantaneous flow 
and the developing structures behind the a-pillar and 
the generic side view mirror, isosurfaces of the turbulent 
pressure fluctuations are visualized in Figure 5. A great 
variety of sizes of the vortex structures can be observed 
and also very small structures have been resolved by the 
simulation. On various points on the side window, local 
pressure values were gathered and compared in frequen-
cy and amplitude to experimental data. Figure 4 shows 
the spectrum of these wall pressure fluctuations at a 
point in the wake behind the side view mirror. A good 

agreement between simulation and experimental data 
can be observed up to a frequency of 1200 Hz.

On-going Research / Outlook

Altogether it was possible to compute highly-resolved 
turbulent flow structures using the computational pow-
er of SuperMUC. Besides the large number of compute 
nodes available, it turned out that the parallel file system 
and storage capacities were of major importance for the 
success of the project.

Research on the SAE body and especially on the interior 
acoustics is still on-going. As a next step, a coupling with 
the exterior flow field will be implemented. 

Follow-up projects could be used to identify the influ-
ence of wall-models in LES and also to scale up simula-

tions to higher Mach and Reynolds numbers. This would 
be of interest especially for the simulation of the flow 
around the SAE body.
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Figure 5: Comparison between measured and simulated frequency 
spectrum of wall-pressure fluctuations.
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Introduction

Many problems from micro- and nanofluidics require 
the capturing of molecular effects. However, respective 
simu lations are often limited by the computational in-
tensity of molecular dynamics simulations and – as a 
consequence – by length and time scale restrictions. 
Molecular-contin uum simulations address this issue by 
decomposing the overall computational problem into 
molecular dynamics and coarse-grained flow simula-
tions. For example, only small, but important sub-regions 
of interest are resolved by molecular dynamics whereas 
the rest of the computa tional domain can be treated by 
continuum or mesoscopic flow solvers.

Over the past years, we have developed the macro-mi-
cro-coupling tool MaMiCo [1] which facilitates the devel-
opment of molecular-continuum flow simulations in 
the sense that it encapsulates and thus hides coupling 
com ponents and coupling algorithms from the coarse-
grained and the molecular dynamics solvers. In this pro-
ject, we have demonstrated the flexibility and scalability 
of our software with regard to coupling various pieces of 
simula tion software and executing the arising coupled 
simulation on high-performance compute systems. We 
success fully coupled four Lattice Boltzmann simulations 
(PeanoLB, waLBerla, OpenLB, Palabos) and four molecu-
lar dynamics packages (SimpleMD, ls1 mardyn, ESPResSo, 
LAMMPS) using MaMiCo [2].

Results and Methods

Computational Setup
We considered three channel flow experi ments named 
MD-30, MD-60, and MD-120; going from MD-30 to 
MD-60 to MD-120 doubles the size of the overall com-
putational domain in each dimension, cf. Tab. 1. In each 
scenario, a spatially adaptive Lattice Boltz mann (LB) sim-
ulation covers the whole channel, cf. Fig. 1. In the middle 
of the refined LB region, molecular refine ment is activat-
ed and a molecular dynamics (MD) simula tion is execut-
ed. For MD, we considered short-range, single-cen tered 
Lennard-Jones interactions. The cut-off radius for these 

interactions was chosen as rc=2.5σ where σ=0.34nm is 
the molecule diameter (corre sponding to argon).

Coupling Method
Both LB and MD solvers are coupled via velocity ex change 
in a Schwarz-like sense to simulate quasi-steady state 
flow scenarios. Each coupling cycle consists of two phas-
es. In the LB phase, we run the LB simulation until steady 
state and impose space-time averaged flow veloci ties 
from MD in all LB cells which coincide with parts of the 
inner MD domain, that is in the whole MD domain ex-
cept for its boundary strip which has a thickness of two 
LB cells. In the subsequent MD phase, the steady-state LB 
velocities are imposed via a relaxation method onto the 
molecules in the boundary strip of the MD system. The 
MD system is then equilibrated, averaged velocities are 
sampled from MD, and the simulation continues with 
the next coupling cycle.

Table 1: Number of grid cells and molecules for scenarios MD-30, MD-60, 
MD-120. No. molecules: number of mole cules in MD simulation. No. LB 
cells (coarsest/finest): number of LB grid cells on the coarsest and the 
finest grid level of refinement. The grid cells on the finest level have a 
cell size dx:=rc .

Name No.  
molecules

No. LB cells 
(coarsest)

No. LB cells 
(finest)

MD-30 16,250 48x24x24 24x24x24
MD-60 130,050 96x48x48 48x48x48
MD-120 1,040,502 192x96x96 96x96x96

Coupling LB: waLBerla
waLBerla [3] is a spatially adaptive, massively parallel Lat-
tice Boltzmann framework developed at the chair of sys-
tem simulation of the FAU Erlangen-Nümberg. To cou ple 
MaMiCo and waLBerla, we implemented a new sweep 
which carries out a typical LB time step on all LB grid cells 
and locally incorporates the averaged MD veloci ties via 
an additional forcing term.

Coupling MD
To couple an MD simulation and MaMiCo, each MD 
simu lation needs to provide three interface implemen-
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tations: a MoleculeInterface to access the properties 
(position, velocity, …) of a single molecule, a MoleculeIt-
erator to traverse molecules on a cellwise basis, and a 
MD SolverInterface which provides access to simula-
tion-wide MD parameters such as the MD domain size, 
or Lennard-Jones parameters.

SimpleMD [1], ESPResSo [4], ls1 mardyn [5], and LAMMPS [6] 
were successfully coupled to waLBerla via MaMiCo. Only 
minor code modifications/extensions on MD side were 
required for ESPResSo and ls1 mardyn. LAMMPS required 
additional sorting routines to map mole cules onto the 
grid cell structure used by MaMiCo.

Strong Scaling
We evaluated the parallel performance of all simulation 
codes in various node-level and strong scaling experi-
ments. Good scaling was achieved on up to 512 compute 
cores. The most time-consuming part in the coupling is 
the MD phase. We found that the coupling comes at an 
overall relative overhead of ca. 15%, com pared to a stand-
alone MD simulation. Bigger overheads only oc curred 
in the waLBerla-ls1 mardyn coupling due to ls1 mardyn’s 

highly vectorized kernel routines. This high level in per-
formance can currently not be sustained by MaMiCo due 
to some modularity and encapsulation aspects.

We conducted further studies using a modified MD-120 
and MD-240 sce nario with up to 6 levels of grid refine-
ment – cf. Fig. 1 – on up to 4096/16384 cores (256/1024 
nodes of SuperMUC), cf. Fig. 2 for strong scaling results 
of the MD-120 variant. For MD-240, the channel diam-
eter corresponds to 6.96μm; our simula tion could thus 
resolve a domain from continuum down to single mole-
cules which is as thick as a strand of spider silk and which 
is basically visible to the naked eye. A single coupling 
cycle (LB phase + MD phase) of these large-scale experi-
ments requires up to 8000 compute cores for 5-20 hours.

On-going Research / Outlook

A bottle neck con sists in the strong scalability limits of 
the MD simulation. Although the short-range MD sim-
ulations are known to scale well, the molecular-contin-
uum methods cannot fully exploit this feature since 
we require a huge number of time steps on moderate-
ly to rather small-sized MD domains. Amongst others, 
the huge number of time steps is re quired to ob tain 
high-quality sampling data. We cur rently investigate 
other coupling schemes based on em barrassingly paral-
lel ensemble averaging, i.e. coupling many MD simula-
tions to a single Lattice Boltzmann simu lation. This al-
lows to sample over inde pendent MD simu lations and 
thus shifts the computa tional load from the execution 
of many time steps to the execution of many simulta-
neous MD simulations. First implementations based on  
LAMMPS and MaMiCo have been successfully estab-
lished for this purpose.
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Figure 2: waLBerla-SimpleMD, strong scaling (1-256 nodes), modified 
MD-120 scenario.

Figure 1: Zoom into channel flow for a modified 6-level MD-120 setup. 
The small white-framed box corresponds to the MD simulation domain.
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Introduction

The velocity deficit region of a moving fluid over any solid 
surface is called a boundary layer and it has a fundamen-
tal role in the overall aerodynamic drag and noise gen-
eration of an object. The theoretical study of this flow 
is a research topic of great interest in fluid mechanics 
and high-fidelity simulations can provide very valuable 
information to unravel the secret of turbulent boundary 
layers. 

Protuberances located at the wall of an object can modify 
the acoustic signature of the flow and can create a tonal 
noise which can be undesirable in some engineering ap-
plications. The current project investigates boundary lay-
er physics and the interaction with solid obstacles from 
a fundamental point of view. A generic protuberance is 
modelled as a single wall-attached cube, immersed in 
the turbulent boundary layer with dimensions similar to 
the boundary layer thickness.

Numerical Methods

The Navier-Stokes equations govern the dynamics of 
the flow, assumed incompressible in this study. They are 
solved using the high-order flow solver Incompact3D [2, 
3], based on 6th order finite-difference spatial schemes 
and a spectral treatment for the pressure equation. The 
viscous terms are discretized with a semi-implicit tem-
poral scheme so that large time-steps can be used for 
the fractional step method used for the time advance-
ment of the simulations. Incompact3D is parallelized 
thanks to a powerful 2D domain decomposition strategy 
based on the open-source 2D DECOMP & FFT library [4]. 
Incompact3d can scale with up to one million computa-
tional cores [5].

The present investigation starts with a Direct Numer-
ical Simulation (DNS) of a fully turbulent zero-pressure 
gradient boundary layer with Reynolds numbers up to 
2000 (based on the momentum thickness and the free-
stream velocity). Afterwards, a wall-mounted cube is 
included in the computational domain using a custom-

ized immersed boundary method. The idea is to add an  
extra forcing term in the Navier-Stokes equations in or-
der to force the velocity to zero at the wall of the cube. 
The cube of size L is located at a streamwise position cor-
responding to Re=750. For these simulations, the numeri-
cal domain is discretized with 4097x513x256 mesh nodes 
for a size of 420δx40δx15δ (where δ is the height of the 
initial boundary layer). The simulations were carried out 
using 8,192 computational cores. Over 15 TB of data were 
collected in form of 2D/3D statistics, instantaneous flow 
field snapshots and time-probes. A visualization of the 
flow is presented in Figure 1 where the transition from 
a laminar boundary layer to a turbulent boundary layer 
can be observed via the vorticity field.

Results

Boundary layer simulations have provided results of the-
oretical relevance alongside comparisons with previous-
ly published data. The baseline simulation without the 
cube was validated with reference data and the agree-
ment for a wide range of statistics was excellent. One of 
the main studies focused on the shear stress vector at 
the wall. The influence of large-scale structures on the 
fluctuating shear stress vector is responsible for a slow 
increase of the dissipation at the wall with increasing 
Reynolds number as seen in Figure 2. An empirical cor-
relation for wall dissipation was proposed based on the 
current results, in good agreement with previous simula-
tions from other authors.

Other results obtained from our simulations are related 
to a theoretical model to relate skin friction and velocity 
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Figure 1: Turbulence structures using vortex visualization contours.
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fluctuations. Motivated by the ideas of Kolmogorov [6] 
and following a more recent study [7], this theoretical 
model links statistics of the wall shear stress fluctuations 
to the structure function of streamwise turbulent veloc-
ity fluctuations at a distance from the wall inside the 
turbulent boundary layer. This relationship relies on and 
broadens the Townsend-Perry theory of wall-normal tur-
bulence profiles, in which velocity and wall shear stress 
fluctuations are connected by wall-attached eddies. The 
Townsend-Perry theory is the only one we have for pre-
dictions of the critically important turbulence profiles in 
a turbulent boundary layer. 
 
From a fundamental point of view, the vortices formed 
behind a three-dimensional bluff body immersed in a ful-
ly turbulent boundary layer have such a complex nature 
that they pose difficult and interesting problems. First, 
the finite height of the bluff body (the size of the bound-
ary layer) implies non-negligible end effects, enhancing 
the three dimensionality of the flow. Secondly, the wall 
boundary layer may interact with the quasi-periodic 
flow around the bluff body, resulting in a highly complex 
flow structure. In the neighbourhood of the base of the 
three-dimensional bluff body an adverse pressure gradi-
ent is produced as a result of the deflection of the flow 
as seen in Figure 3. 

Therefore, parts of the boundary layer are be forced to 
separate from the wall and vortices are induced, being 
stretched around in the shape of a horseshoe. Then the 

flow rolls up into a number of continuously generated 
horseshoe-shaped vortices, wrapping up the base of the 
bluff body and trailing downstream subsequently in 
multiple vortex pairs with their axes parallel to the di-
rection of the main flow. It is expected that those vor-
tices will persist far downstream of the bluff body with 
a clear and distinct acoustic signature. The peak in the 
energy spectra in Figure 4 is most probably the signa-
ture of the near-periodic vortex street emanating from 
the wall-mounted cube. This well-defined low-frequency 
peak corresponding to a Strouhal number of around 0.05 
is in agreement with previous experimental studies. 

On-going Research / Outlook

Future work will focus on high-fidelity simulations with 
different heights for the cube. At the moment, the height 
of the cube is smaller than the boundary layer thickness 
and investigations will be carried out for a cube that is 
up to 10 times higher than the boundary layer thickness. 
Future works will also involve simulations at realistic 
Reynolds numbers using a hybrid RANS-LES strategy. Fi-
nally, we will investigate strategies to mask, deplete and/
or scramble the acoustic signature of the cube. 

Our published papers can be found on our website 
http://www.imperial.ac.uk/tmfc and updates on our re-
search can be followed on Twitter @ImperialTMFC. 
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Figure 2: Empirical correlation for wall dissipation in boundary layers.

Figure 4: Streamwise velocity spectra for the simulations with and 
without the cube at a streamwise distance of 45L after the cube (where 
L is the size of the cube) and at a vertical height of 4.7L.

Figure 3: Time-averaged streamlines illustrating the flow structures 
around the wall-mounted cube.
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Introduction

The hydrodynamic Darrieus-Landau (DL) instability [1] of 
deflagration fame fronts is a fascinating and important 
hydrodynamic phenomena emerging in combustion, 
inertial confinement fusion and thermonuclear Super-
novae. The DL instability develops because of the densi-
ty drop (expansion of the burning gas) at a flame front 
described by the ratio of the unburned fuel/oxidizer 
mixture to the burnt gas density. Due to the gas expan-
sion, a propagating flame modifies the gas flow, which 
leads to unstable spontaneous wrinkling of an originally 
smooth front. Recently, instabilities with similar proper-
ties have been also obtained for transformation fronts in 
advanced materials – organic polymer semiconductors 
and crystals of nanomagnets. 

The nonlinear outcome of the DL instability has been 
heavily debated. It was first supposed the DL instability 
makes burning intrinsically turbulent. Later an opposite 
scenario has been favored that strong linear (thermal) 
and nonlinear (Huygens) stabilization of DL instability 
leads to smooth cellular flame structures, with minor 
increase of flame propagation speed [2], also see Fig 1.a. 
However experimental data demonstrated self-accelera-
tive growth of expanding flame ball radius at sufficient 
large length scales [3]. The acceleration had been inter-
preted as emergence of fractal flame structure with cas-
cade of flame cells of different sizes imposed on another. 
The fractal excess d (i.e. the excess of the fractal dimen-
sion over the embedding dimension) was assumed to be 
a universal constant and was found to be around 1/3 [3]. 
However later refined experiments report considerable 
spreading of d with different properties in different fuel 
mixture. Since accurate experimental measurement of 
d are complicated by influence of gravity, confinement, 
flame-acoustic interaction, etc. Thus the question about 
the DL fractal flame parameter d persists; it was not even 
clear if this value is a university constant or it depends on 
flame properties. 

Results and Methods

In this work we perform heavy numerical simulations 
to study the development of DL instability within peri-
odic channel of different widths, the simulations covers 
realistic density ratio range of 5-10. At very large chan-
nel width the fractal cascading structure of the flame 
front was clearly obtained (shown in Fig 1.c): one large 
cell of size of the whole channel, 4-6 intermediate size 
cells imposed on the large one, and about 4-7 minor cells 
arising on the intermediate cells. Formation of unburned 
pockets at the DL fractal flame fronts is clearly observed 
in Fig 1.c. A mean fractal excess d was found be around 
0.21-0.32 and also depends on density ratio, which is es-
timated by fitting a power law for the scaled statistically 
stationary flame propagation speed against the channel 
width, with d as the power exponent. Another fractal 
excess d’ was computed using boxing counting of the 
fractal flame front shapes, it was found d’ is significant 
smaller (around 0.07-0.12) than the mean excess d, how-
ever it also depends on density ratio. 

This work is published [4].

Computational issues

For this research, the first author writes a reacting flow 
C++ solver for the Naiver-Stokes equations [5] on a 
moving observing coordinate which moves to keep the 
fractal flame staying inside the computational domain. 
The solver is implemented for general space dimension 
(which can handle 1D, 2D and 3D simulations). The solve 
is parallelized by MPI with the simple domain decompo-
sition strategy, a variable-coefficient Poisson equation for 
pressure correction is solved with a multigrid method[]. 
Small time step is required to track the development of  
DL instability, which takes quite long time to evolve into 
statistical stationary state, after which more time is need 
for computing statistics. A single heavy simulation for 
very large channel width case takes around 1728 CPUs for 
8 days. Before simulations, the first author implemented 
run-time data-processing function to extract key results, 
this greatly eases the demand on data storage, only very 
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little is left for off-line data post analysis. To avoid output-
ting too many files flooding the file system, the MPI-IO 
functions and a newly implemented general subroutine 
for gathering data scattered across different processors 
are all used for outputting action such as storing data 
field, plotting, finally one simulations cases only generat-
ed less than 30 files. 
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Figure 1: Characteristic 
snapshots of temperature 
distribution for a flame front 
with density ratio 8 in a periodic 
channel of small width λ=3.5λc 
(a); medium width λ=15.1λc, (b); 
large width λ=90.4λc (c), the 
white arrows indicate character-
istic steps in the fractal cascade; 
vorticity distribution for the 
large width λ=90.4λc , (d). In 
above, λ refers to the channel 
width, λc is the cutoff length be-
low which thermal conduction 
suppresses the DL instability.
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Introduction

The Richtmyer-Meshkov (RM) instability develops when 
a shock wave impacts through a contact discontinu-
ity within a fluid. This instability has been studied pre-
dominantly under terrestrial physical conditions, and 
especially in experiments of inertial confinement fusion. 
However, the RM instability is also present in astrophys-
ical systems, such as in the formation of supernova rem-
nants, where it is supposed to be responsible of the mix-
ing of the gas. When the velocity of the gas becomes very 
large, i.e. when it approaches the speed of light, relativis-
tic effects  must be taken into account, but it is not at all 
obvious how they may affect the development of the RM 

instability. The main objective of this project has been 
precisely to investigate the extent to which relativistic 
effects may alter the dynamics of the RM instability [1].

Results and Methods

Our innovative numerical scheme [2, 3] is based on the 
following ingredients
1. A WENO finite volume scheme;
2. A local space-time Galerkin predictor allowing for 

the construction of a single-step time-update ADER 
scheme; 

3. Adaptive Mesh Refinement (AMR) implemented accord-
ing to an element-by-element refinement criterion.
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Figure 1: Suppression effect of the RM instability when the Lorentz factor is increased
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We have performed two and three dimensional third 
order (in space and time) numerical simulations of the 
relativistic RM instability spanning a wide parameter 
space and with an unprecedented accuracy. We have 
considered both the case in which a light fluid pene-
trates into a higher density one (Atwood number A>0), 
and the case in which a heavy fluid penetrates into a 
lower density one (Atwood number A<0). For large Lor-
entz factors of the incident shock wave, the relativistic 
RM instability is substantially weakened and ultimately 
suppressed. The growth rate of the RM instability in the 
linear phase has a local maximum which occurs at a 
critical value of the Lorentz factor ~ [1.2, 2]. We have also 
revealed a genuinely relativistic effect, absent in Newto-
nian hydrodynamics, which arises in three dimensional 
configurations with a non-zero velocity component tan-
gent to the incident shock front. Namely, in A>0 models 
the tangential velocity has a net magnification effect, 
while in A<0 models the tangential velocity has a net 
suppression effect.

A limited sample of these results, fully available in refer-
ence [1] is reported in Figure 1, Figure 2 and Figure 3. An 
approximate number of ~50 models have been evolved. 
Typically, 1024 cores per job have been used for the 2D 
models, and 2048 cores for the 3D models. Each model 
generates ~200 files on average. 

Our code has been implemented in Fortran 2003 and 
parallelized through standard MPI. At the heart of our 
DG scheme there is a local predictor step, which allows to 
perform the time update through a single time-step. This 
is particularly advantageous in terms of MPI communi-
cations, and it is also very rewarding when AMR is also 
activated. All these features have been fully exploited on 
SuperMuc. In three space dimensions, and when AMR is 
strongly activated, the memory usage can become an 
issue, and we have found convenient to resort to the 
fat-node. The CPU distribution of the mesh is managed 
through the free library Metis and Parmetis [4], which is 
available as a pre-compiled module on SuperMuc. 

On-going Research / Outlook

SuperMUC computational resources have been funda-
mental for the development of this innovative project, 
providing an ideal infrastructure both in terms of com-
putational efficiency and data storage. 

For the near future, we plan to fully exploit our AD-
ER-AMR numerical scheme to study high energy astro-
physical systems, with a particular focus on the solution 
of the Einstein equations, for which the Phase 2 configu-
ration would be extremely beneficial.
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Introduction

The reliability in quantifying the transport of sediments 
in fluvial and estuarine environments is limited by our 
capability to predict the flow resistance at the river bed. 
Even in the simplified case in which regular monosize 
roughness-elements are considered, it is still unclear 
how vortex structures form and interact with the rough-
ness and how far from the bottom the fluid-roughness 
interaction affects the flow structure. In particular, in the 
case of shallow open-channel flows at transitional and 
fully-rough regimes, a detailed description of the flow 
in the vicinity of individual roughness-elements is nec-
essary to understand the overall flow-resistance effect. 
Although a wide set of laboratory experiments  were car-
ried out in channels and open-channels at moderate and 
high Reynolds numbers (e.g. the recent contribution of 
Amir et al. 2014), it is hard, if not impossible, with exper-
imental facilities to obtain accurate and high-resolved 
measurements of velocity and pressure in the vicinity 
of the bottom, in particular in the interstitial spaces be-
tween the roughness elements. On the other hand, so far 
the extremely high computational cost has limited the 
use of direct numerical simulations of the phenomenon 
to cases in which the transitional regime was attained. 
The results obtained with the present project contribute 
to reduce the distance between laboratory experiments 
and the capability to reproduce them numerically. In-
deed, with regard to the previous work of Chan-Braun et 
al. (2011), who investigated the transitional open-chan-
nel flow over an array of wall-mounted spheres in square 
arrangement, in one of the present runs, referred to as 
S1, the bulk Reynolds number was increased up to 7000 
and the fully-rough regime was attained. Consequently, 
also the Reynolds number based on the friction velocity 
increased while the ratio of the open-channel height to 
the diameter of the spheres (roughness elements) was 
kept constant equal to 5.5. Moreover, the effect of the 
bottom geometry was investigated by means of a sec-
ond simulation (run S2) which differed from the previ-
ous one only in the arrangement of the spheres on the 
plane bottom. In the latter simulation the spheres were 
arranged randomly taking care of maintaining the sol-

id area fraction, namely the ratio of the area occupied 
by the spheres to the bottom area as a function of the 
distance from the wall, similar to that of run S1 where 
spheres were arranged in a square pattern.

Results and Methods

The two runs S1 and S2 were performed on both Super-
MUC Phase 1 and Phase 2. The Navier-Stokes and conti-
nuity equations were approximated by a second-order 
finite-difference scheme and solved numerically with a 
fractional-step method. The velocity was forced to van-
ish at the surface of the roughness elements by means 
of the direct-forcing immersed-boundary method pro-
posed by Uhlmann (2005). A uniform and equispaced 
computational grid was used with grid-spacing  of about 
one wall unit. Table 1 shows the details of the domain 
size in the streamwise (x), wall-normal (y) and spanwise 
(z) directions, where H denotes the open-channel height 
and N the number of grid points in each direction.

Table 1: Grid size and parameters of present simulations.

runs (Lx , Ly , Lz) (Nx , Ny , Nz) k+ Reτ Reb

S1 (12, 1, 3)H (6912, 576, 1728) 120 560 7000
S2 (12, 1, 3)H (6912, 576, 1728) 137 630 7000

For the run S1, 1024 spheres were mounted on a smooth 
wall in square arrangement while for the run S2, the 
spheres were initially “shaken” and left free to roll on the 
wall until their relative position was nearly random (see 
Figure 1a,b). Then, they were crystallized on the wall and 
simulation S2 was performed.

From the comparison of run S1 with the simulation F50 
performed by Chan-Braun et al. (2011) in the transitional 
regime, we found that (i) the logarithmic profile scaled 
by the friction velocity is shifted of about -6.5  with re-
spect to the case where the roughness was absent and 
of -1.5 with respect to the case F50; (ii) a significantly larg-
er recirculation region forms downstream of the rough-
ness elements; (iii) in the fully-rough regime strong tur-
bulent fluctuations are present deep into the riblets-like 
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grooves between the spheres promoting the formation 
of diameter-periodic low/high-speed regions (see Figure 
1c,d); (iv) lift force acting on the individual roughness el-
ements increases.

Simulation S2, which is still running on SuperMUC, 
showed a surprising increase of the form drag  with re-
spect to the run S1 (~30%), apparently because the sur-
face of the spheres is more exposed to the flow. An inter-
pretation of this purely geometrical issue arose from the 
comparison of the stress distribution on the roughness 
elements in the simulations S1 and S2 (Mazzuoli & Uhl-
mann, in prep.).

Nearly 9.7M CPU hours were allocated on SuperMUC 
for the present project and were equally assigned to 
runs S1 and S2. Each run was initiated on a coarser grid 
(with spacing of about two wall units) until turbulence 
was well developed and a statistically steady flow was 
attained. Preliminary runs used 729 cores while final runs 
(on the fine grid) were preformed over 6561 cores of Su-
perMUC Phase 1 (411 nodes) and Phase 2 (235 nodes). Each 
time step of the final runs was computed in ~24 s, even 
though the best performance (15 s per time-step) was 
observed on Phase 2 by using 6561 cores over 411 nodes.

Output files were generated which consisted in parti-
cle-related files, runtime turbulence-statistics computa-
tions and instantaneous snapshots of the flow field. Each 
snapshot consisted of a number of binary files equal to 
the number of cores and required ~230GB of space. About 
60TB of data were generated on WORK and archived step-
by-step by the tape-archiving system. The post-processing 
was performed on SuperMUC with Octave using home-
made MPI-like-parallel scripts while graphical object were 
subsequently created on the facilities of the Steinbuch 
Center of Computation (SCC, Karlsruhe).

Finally, a time-resolved series of flow-field snapshots 
was generated during the run S2, which should allow 

us to describe the evolution of vortex structures shed by 
the roughness elements. The entire series, consisting of 
more than 400 snapshots (about 100TB), was generat-
ed directly on the SuperMUC SCRATCH file-system and 
transferred for the post-processing to the HPSS storage 
system at the SCC by means of gtransfer (rate ~1GB/s).

On-going Research

The present project showed that an overlap in parameter 
space between laboratory and numerical experiments is 
possible and new challenges are now open. By maintain-
ing the domain size and roughness configuration of the 
run S2, further simulations should be performed to ex-
plore the parameter space at different flow rates. None-
theless, a significant extension of the computational 
domain in the streamwise and spanwise directions may 
allow us also to describe the dynamics of turbulence 
super-structures in the fully-rough regime. Since purely 
MPI parallelization was adopted, the advantage of hav-
ing 28 cores per node in SuperMUC Phase 2 was not sig-
nificantly observed in our tests. The possibility to hybrid-
ize the code with an OpenMP parallelization to enhance 
the code efficiency may be considered if the domain 
were extended.

We acknowledge that the present work was funded by 
the DFG project UH 242/4-2.
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Figure 1: Top view of the bottom geometry 
of runs a) S1 and b) S2. Panels c) and d) 
show two instant snapshots of runs S1 and 
S2, respectively. Yellow and blue isocon-
tours indicate low- and high-speed streaks 
while lateral panels are coloured by the 
streamwise component of the velocity.
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Introduction

Combustion is one of the oldest heat and power gener-
ation technologies and continues to play an important 
role in covering the energy demand of the world. The 
intense use of combustion, however, has led to several 
environmental problems. One of them are soot emis-
sions. Soot and soot precursors are suspected to be car-
cinogenic. Furthermore, soot particle emmisions from 
aircraft engines influence the formation of cirrus clouds 
at high altitudes and have thus an impact on the climate. 
From a technical point of view, soot indicates incomplete 
and hence less efficient combustion. By its high radiative 
emissivity, soot contributes to locally elevated heat loads 
on combustion chamber walls. Therefore, continuous ef-
forts are made to improve combustion systems and to 
reduce their soot emissions. 

Due to the increasing availability of computational re-
sources, CFD (Computational Fluid Dynamics) has be-
come an important tool in the design process of com-
bustion systems. CFD provides detailed, time-resolved 
information about the three dimensional, reactive flow 
field and thereby complements experimental investi-
gations which are in many cases limited to exhaust gas 
analysis, since optical access to the flame is not realiz-
able. Soot predictions in technical combustion are par-
ticularly challenging. Firstly, the chemical and physical 
processes of soot evolution are highly complex and in-
volve countless of intermediate steps. Also some aspects 
of soot evolution are not yet fully understood and are a 
topic of ongoing research. Secondly, technical combus-
tion occurs predominantly in turbulent flows, which are 
characterized by a highly unsteady, fluctuating velocity 
distribution. Due to the high disparity of length scales 
(large geometries versus the smallest turbulent struc-
tures) the direct numerical simulation of such flows is 
computationally very expensive and therefore limited to 
a small range of problems. It is therefore common prac-
tice to derive transport equations for statistical quanti-
ties (termed “Reynolds Averaged Navier Stokes”, RANS) 
or to remove the smallest turbulent scales by spatial 
filtering operations (“Large Eddy Simulation”, LES). In ei-

ther case the governing equations contain unclosed cor-
relations which require modelling. Especially challenging 
in this context are the highly nonlinear, unclosed terms 
which originate from averaging or filtering the chemical 
source term (turbulence-chemistry-interaction).

Due the high computational cost, it is at present not pos-
sible to use highly elaborate modelling approaches for 
each of the cited problems at the same time (combus-
tion, soot evolution, turbulence, and turbulence-chem-
istry-interaction). Thus, two modelling approaches are 
followed in this project, where a simple approach is de-
liberately chosen for one of the cited fields in order to 
develop highly elaborate models at realistic simulation 
times. One approach uses a computationally efficient 
RANS turbulence modelling approach, in combination 
with a Transported Probability Density Function (TPDF) 
method, which was developed in previous work [1] to 
describe turbulence-chemistry-interaction. A big advan-
tage of TPDF is that the chemical source term appears 
in closed form. In the second approach, the focus is on 
a detailed and time-resolved description of turbulent 
structures by LES. A computationally efficient model is 
used for sub-grid scale turbulence chemistry interaction, 
namely a Finite-Rate-Chemistry (FRC) model with an  
Assumed PDF (APDF) closure [2], where (in addition to 
the species transport equations) only two more equa-
tions for second order moments are required. 

Towards Large-Eddy/Filtered-Density Function 
Simulations of Turbulent Sooting Flames
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Figure 1: Phenomenology of soot formation, based on [4].
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Both, the RANS/TPDF and the LES/APDF approach use the 
same models for gas-phase-chemistry, PAHs, and soot. 
Gas-phase-chemistry is modeled by a detailed reaction 
mechanism, which describes the formation of small aro-
matics. PAHs and soot are treated by sectional approaches, 
where the particle size distribution is discretized by sections 
with averaged chemical and physical properties. Commonly 
accepted PAH and soot surface chemistries are considered 
as summarized in Fig. 1 (for details refer to [3]). The chemical 
model consists of 72 species and 803 reactions. By develop-
ing LES and TPDF methods separately, this work represents 
a first step towards an improved LES/Filtered-Density-Func-
tion for the simulation of soot formation. 
 
Results and Methods

For the simulations in this project the DLR in-house 
code THETA (Turbulent Heat-Relase Extension of the Tau 
Code) is used. THETA is an unstructured finite-volume 
solver which has been optimized for low Mach number 
combustion problems and features efficient, matrix-free 
linear solvers. Parallelization is achieved via domain de-
composition. State of the art turbulence models and 
special numerical strategies for the solution of a stiff 
system of coupled partial differential equations are im-
plemented. To solve the transport equation of the joint 
thermochemical PDF for the TPDF model, a Monte-Carlo 
method is available. Stochastic particles are simulated, 
whose evolution mimics the behavior of the PDF of the 
thermochemical system. The Monte Carlo solver features 
a hybrid MPI/OpenMP parallelization paradigm and is 
two way coupled to the finite-volume-solver in THETA.

The flame investigated in this project is a turbulent, lift-
ed, sooting, ethylene-air jet flame [5]. Experimental data 
for temperature, soot volume fraction, and velocity are 
available. Examples are provided in Fig. 2.

First computational results of the combined RANS/TPDF 
method are shown in Fig. 3. Averaged OH mass fraction 
and soot volume fraction are illustrated here. The “noise” 
which is visible in these images is due to the stochas-
tic error in the Monte Carlo solver for the TPDF method. 
Comparing first the OH mass fraction to the averages of 
OH-PLIF in Fig. 2 a qualitative good agreement is found. 
In comparison to that the qualitative agreement in aver-
age soot volume fraction shows some discrepancies. The 
soot formation starts too early in the simulation and 

 the peak value is reached further upstream compared to 
the experiment. However, the maximum value of about 
0.5 ppm agrees well to the experiment. This is an excel-
lent first result. The early onset of soot formation might 
be due to short comings in the turbulence modelling 
(“round jet anomaly”) and requires still further investi-
gation.

Figure 4 shows representative, instantaneous LES results. 
The axial velocity distribution reveals a high disparity of 
turbulent time scales which results from the interaction 
of the high-velocity fuel jet with the co-flowing air. This 
is particularly challenging for time resolved simulations, 
since small time steps are required for reasons of nu-
merical stability and long simulation times are required 
for the acquisition of converged statistics. The shape of 
the wrinkled flame front which is indicated by the OH 
mass fraction compares well to measurements. In agree-
ment to experimental data shown in Fig. 2, soot forma-
tion starts in fuel rich regions at about 50 mm above the 
burner. The soot structures are enveloped by the wrin-
kled flame front and overlapping between soot and OH 
is minor due to the high oxidative potential of OH.

Outlook

The simulations will be continued to obtain converged 
statistical quantities for model validation. The numerical 
results will be analyzed and the capability of the differ-
ent modelling approaches (RANS/TPDF and LES/APDF) 
for soot predictions in turbulent will be assessed. The 
conclusions drawn within this project will help to contin-
ue the work towards a filtered density function approach 
(LES/TPDF) for soot prediction.
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Figure 2: Experimental data for OH and soot [5]. Figure 3: RANS/TPDF results for OH and soot. 
Figure 4: Instantaneous LES results for  
axial velocity, soot volume fraction, and  
OH mass fraction.
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Introduction

In the context of launch vehicles, shock-wave/boundary-lay-
er interactions (SWBLI) are common flow features that 
may generate high-magnitude transient side loads. Dur-
ing the start-up of liquid propellant fueled rocket engines, 
the rocket nozzle operates in an overexpanded condition, 
which consequently leads to unsteady internal flow sepa-
ration. The interaction can critically affect the rocket noz-
zle performance in case of shock-induced boundary-layer 
separation and it is a main source of maximum mean and 
fluctuating pressure loads that the underlying structure is 
exposed to. These high-magnitude transient loads can be 
severe enough to fail interfacing components as well as 
the complete nozzle in the rocket engine. With future rock-
et technologies focusing on optimal weight systems, flu-
id-structure interactions (FSI) become significant and must 
be taken into account in the design process in order to en-
sure structural integrity. Multi-disciplinary numerical tools 
are necessary for a correct prediction of the complex flow 
physics influenced by structural deformations. For our stud-
ies we developed a Finite Volume – Finite Element coupling 
approach for the solution of compressible FSI problems 
based on a staggered Dirichlet-Neumann partitioning. In 
this study we will perform high-fidelity large-eddy simula-
tions (LES) of SWBLI in the context of overexpanded rocket 
nozzles for both rigid and elastic wall-boundaries at high 
Reynolds numbers. 

Numerical Method

The governing equations for the fluid domain are the 
compressible Navier-Stokes equations, which are solved 

with our in-house Finite Volume LES code INCA [1]. With-
in the LES framework, the smallest turbulent flow scales 
are not resolved on the computational grid, but must 
be modeled. The Adaptive Local Deconvolution Meth-
od [2] is used which implicitly provides subgrid-scale 
effects. INCA operates on Cartesian grids, allowing for 
an efficient blocking-strategy and thus high parallel 
performance. The structural field is solved with the  
Finite Element method. We recently developed a coupling 
framework based on a conservative cut-cell method [3]. 
The communication between both solvers is performed 
through the Message Passing Interface within a Multiple 
Program Multiple Data environment.

Results

Wall-resolved LES and the high Reynolds number for this 
SWBLI study require the use of a large amount of computa-
tional cells. A total number of 364x106 cells has been used. 
Exploiting the very good scaling properties of our flow solv-
er INCA, we run the simulations on 13860 cores on Super-
MUC (Phase 1). SWBLI inherently cover multiple time scales, 
requiring long integration times for statistically reliable 
data at low-frequencies. The high grid resolution near the 
wall (cell size on the order of micro-meters) and the high-
speed flow result in a physical time-step size on the order 
of nano-seconds, thus requiring millions of time-steps. The 
baseline SWBLI presented in the following ran for 5x106 it-
erations and consumed a total amount of approximately 
15x106 core-hours, indicating the necessity of high-perfor-
mance computing (HPC) in the context of SWBLI at high 
Reynolds numbers.
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Figure 1: Schlieren comparison between experiment (top) and LES  
(bottom) for the baseline SWBLI.

Figure 2: Three-dimensional flow visualization of the baseline SWBLI 
investigated in this study.
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Baseline SWBLI
The topology studied in this work is an oblique shock-wave 
impinging on a flat plate turbulent boundary-layer (TBL). 
Experiments for this case were conducted at the German 
Aerospace Center [4]. A qualitative comparison between 
experiment and simulation is given in Fig. 1 by means of 
instantaneous Schlieren pictures. The adverse pressure 
gradient imposed by the incident shock is large enough 
to cause boundary-layer separation and consequently 
forms a separation shock. Figure 2 gives a three-dimen-
sional impression of the SWBLI. Isosurfaces of time-aver-
aged streamwise vorticity indicate the presence of pairs 
of counter-rotating Görtler-like vortices. Surface-stream-
lines show distinct saddle and nodal points along the 
reattachment line, with footprints of streamwise vortices 
further downstream. The mean wall-pressure evolution is 
shown in Fig. 3 (left) and validated against experimental 
data. The pressure evolution is in good agreement. The 
massively separated flow exhibits a low-frequent shock 
motion, which is investigated in Fig. 3 (right) by means 
of power spectral densities evaluated close to the mean 
separation location. Both spectra agree well and predict a 
low-frequency unsteadiness in the range St L = 0.03 ... 0.05, 
which is consistent with previous findings. To highlight 
the flow-structure at this characteristic low-frequency, we 
conducted a dynamic mode decomposition (DMD). The 
pressure and velocity mode, see Fig. 4, clearly highlight a 
breathing motion of the separation bubble accompanied 
by an oscillatory movement of the separation shock.

Coupled SWBLI
The coupled SWBLI considers the experimental config-
uration with a pitching shock generator and an elastic 
wall [4]. Preliminary numerical results are summarized 
in [5]. Figure 5 shows a space-time diagram of recorded 
pressure for the undeflected panel position.

Compression and expansion waves emanating from the 
panel oscillation can be clearly seen in the rear part of 
the panel, together with a large-scale separation shock 
movement. Figure 6 gives a direct comparison between 
the coupled and baseline configuration in terms of re-
solved Reynolds shear stress. Compared to the uncou-
pled case, the separation, reflected and reattachment 
shock exhibit a low-frequent shock motion with greater 
spatial extent, probably enhanced by the panel motion. 
Moreover, the negative static displacement of the panel 
contributes to an overall weaker interaction.

On-going Research and Outlook

We are currently working on a detailed post-processing 
of the baseline SWBLI by means of spectral analysis and 
DMD, incorporating thousands of three-dimensional 
snapshots of the flow with approximately 80 TB of stor-
age. Further numerical studies with flexible panels will 
be carried out with a focus on the aeroelastic interaction 
of the massively separated flow-region with structural 
modes. The preliminary results show a good agreement 
between experiment and numerics for both mean and 
unsteady aspects of the SWBLI. Thus, we are confident 
that our LES is accurate and will enable us to gain deeper 
insight into the low-frequency unsteadiness once ad-
vanced post-processing techniques are applied. 
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Figure 4: Typical low-frequency pressure and velocity mode (top / bot-
tom) for the baseline SWBLI.

Figure 5: Space-time diagram of recorded pressure.
Figure 3: Mean wall-pressure evolution (left) and power spectral density near 
the mean separation location (right) for experiment (blue) and LES (black).

Figure 6: Mean resolved Reynolds shear stress for the baseline (top)  
and the coupled (bottom) SWBLI.
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Introduction

Correlation dominated phenomena occur generically 
in narrow-band systems and in low dimensions. Here, 
one can cite the canonical example of the Luttinger liq-
uid fixpoint characteristic of the fractionalization of the 
electron in the one-dimensional limit. More surprisingly, 
correlation effects can occur at the interface between 
two semi-conductors even when the semi-conductors 
themselves can be well described at the single electron 
level [1]. This example characterizes the overall motiva-
tion of the research carried out in this proposal. The key 
is the understanding of the interplay of interface/sur-
face physics where Rashba spin-orbit coupling (RSOC) is 
necessarily present, correlation effects and topology. As a 
step towards this overall goal, the first part on dynamic 
quantities of 1D Hubbard chains with RSOC summarizes 
accomplished work leading to an understanding of the 
interplay between RSOC and correlation effects in one di-
mension [3]. The following part on Nontrivial edge states 
of 2D topological insulators on semiconductor surfaces 
summarizes numerical calculations aiming at generat-
ing topological states with adatoms on semiconductor 
surfaces before we will give a small lookout.
 
Access to the LRZ supercomputing center was imperative 
during the grant period to do the relevant simulations that 
resulted in numerous papers [2,3] in a wide range of topics 
on correlated electrons. In all cases access to supercom-
puting facilities allows to carry out simulations on larger 
and larger system sizes so as to be able to extrapolate to 
the thermodynamic limit relevant for the understanding 
of experiments and collective phenomena. 

Dynamic quantities of 1D Hubbard chains with Rash-
ba-type spin-orbit interaction
The physics of interacting 1D electrons has attract-
ed considerable interest since the inherently present 
strong confinement marks a breakdown of the usual 
nearly free electron picture that is valid in higher di-
mensions. Due to this strong confinement no individ-
ual movement is possible. Therefore any excitation is a 
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collective mode of the system. The effective canonical 
model applied for 1D systems is the Luttinger liquid that 
predicts the emergence of collective modes carrying 
only spin that move at a different speed from excita-
tions carrying charge. The microscopic model we con-
sider is the Hubbard-model in 1D with an added RSOC  
H (μ,λ,U) = Ht+Hλ+HU where Ht models hopping of the 
electrons between neighbouring sites and controls the 
filling. Hλis the RSOC with coupling strength λ and HU is 
the Hubbard interaction of electrons on the same site 
with strength U. Guided by Quantum Monte Carlo simu-
lations that were performed on SuperMUC we were able 
to analytically verify an identity that connects simula-
tions performed at different parameter values including 
the point λ=0 without RSOC, H (λ,U) = f (λ)−1H (0,Uf(λ)) 
with a certain function f. This relation enables us to rein-
terpret insights gained from simulations of the Hubbard 
model in terms of a model with RSOC. We exemplify this 
relation and its use with the help of the single particle 
spectral function A (k,ω), which is a measure for the pr-
opability of finding an electron of momentum k and en-
ergy ω, in Figure 1. The spectral function depicted in (b) is 
connected to the one in (a) via the relation As (k,ω,λ) =  
f (λ) A (k+s arctan (λ),f(λ) ω,0) valid between spectral 
functions.

Nontrivial edge states of 2D topological Insulators on sem-
iconductor surfaces
Topological states of matter differ from conventional ma-
terials in that a topological system is insulating in the in-
terior of the bulk but metallic at the surface/edge. Since 
the discovery of the first two topological states of matter, 
i.e. two-dimensional (2D) integer and fractional quantum 
Hall (IQH and FQH) states, topological order became one 

Figure 1: a shows a single particle spectrum for λ = 0, U = 6 and b shows 
a spectrum for λ = 0.91, U = 8.11 whichcan be connected to a via the 
relation above.
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of the most appealing topics to study in condensed mat-
ter physics [4]. In IQH and FQH systems, the bulk Fermi lev-
el is located in the middle of two Landau levels and there 
exist metallic edge states. Their ground states cannot be 
understood or classified by the conventional symmetry 
breaking theory, which features their topological nontrivi-
al natures. The first discovered symmetry-protected topo-
logical order is the quantum spin Hall (QSH) state, which 
can be viewed as two copies of a quantum Hall system 
with opposite magnetic field. The topological property of 
the QSH state is protected by time-reversal symmetry, and 
it was experimentally realized in the interfaces of ultra-
clean mercury telluride quantum wells.

Another intriguing possibility of realizing unconvention-
al topology in 2D is to grow a topological insulator (TI) 
on semiconductor surfaces. As a 2D TI, the freestanding 
Bi(111) bilayer has been shown to exhibit nontrivial topo-
logical edge states. The band inversion of this system is 
sensitive to the buckled honeycomb structure. Similarly, 
tin bilayer, which is known as stanene, also shows quan-
tum spin Hall states. Chemical functionalized stanene 
has been shown to contain a strong band inversion be-
tween the Sn-s and Sn-px+py bands, which leads to the 
appearance of edge states at the Fermi level with a Dirac 
linear dispersion. Due to the fact that freestanding/dec-
orated stanene and Bi(111) bilayer have not been experi-
mentally reported, it is very important to know, for both 
academic studies and spintronics applications, if stanene 
and Bi(111) bilayer preserve a non-trivial topological na-
ture when they are grown on realistic substrates. 

The 6H-SiC(0001) √3 x √3 surface, as one of the candi-
date substrates with a matchable lattice constant, is a 
large gap insulator. The growth of stanene and Bi(111) bi-
layer on this substrate is supposed to strongly reduce the 
interference of the adatom states around the Fermi level 
with the states from the substrate. Thus, the topological 
nature of stanene and Bi(111) bilayer should be unaffect-
ed. By using Density-Functional Theory (DFT) with the 
generalized gradient approximations (GGA), we stud-
ied the electronic structure of the stanene/SiC(0001), 
in which tin adatoms form a honeycomb ring on the 
SiC(0001) surface. Due to the strain from the substrate, 
the stanene becomes completely flat with a 2/3-ML cov-
erage. We found that the SOC has a critical influence on 
the electronic structure of stanene/SiC(0001), as shown 
in Figure 2 (a) and (b) [5]. The SOC opens a small gap at the 
Γ-point below the Fermi level and at the K-point at 2 eV 
above the Fermi level. The latter is a topological nontriv-
ial gap, similar to that in graphene. When the SOC is ab-
sent, at the K-point, the electronic structure of stanene/
SiC(0001) displays a linear Dirac-type dispersion, see Fig-
ure 2 (b). The SOC breaks the band degeneracy here and 
opens a small gap which supports the non-trivial edge 
states, as can be seen in the ribbon calculation with an 
armchair edge of Figure 2 (c).

Inside the energy gap at 2 eV above the Fermi level, there 
exist edge states due to the strong SOC effect and the 
nontrivial band topology. In contrast, the charge gap at 
the Fermi level is induced by the chemical bonding and, 
thus, is irrelevant to the SOC. The edge states inside this 
gap are, thus, trivial ones.

To realize the topological insulating phase of adatom 
systems on semiconductor surfaces based on stanene/
SiC(0001), one needs to bring the Fermi level up to the 
energy gap at 2 eV. One efficient way is to replace tin 
with bismuth, which effectively dopes electrons to the 
system. As shown in Figure3, Bi(111)/SiC(0001) displays 
especially around the K-point a very similar electronic 
structure as that of stanene/SiC(0001). At the K-point, 
the SOC opens a gap which is now positioned right at 
the Fermi level (Figure3 a). From a ribbon calculation with 
an armchair edge, we confirmed that this is a topological 
gap that supports nontrivial edge states, see Figure3(b). 
This energy gap is as large as 1 eV, thus, Bi(111)/SiC(0001) 
can be a very promising candidate for a large gap 2D QSH 
insulator. We also examined the experimental feasibility 
of growing the honeycomb ring of bismuth on SiC(0001) 
surface. From the preliminary results of the scanning 
tunnelling microscopy (STM) images, we found a nice 
agreement between theory (Figure3 (c)) and experiment 
(Figure3 (d)), confirming the possibility of realizing a 
large gap 2D QSH insulator in reality. 
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Figure 3: The electronic structure of (a) the bulk and (b) the ribbon with 
an armchair edge of the Bi(111)/SiC(0001).The simulated STM images (c) 
show an excellent agreement with experimental ones displayed in (d).

Figure 2: Electronic structure of the bulk stanene/SiC(0001) (a) with and 
(b) without SOC. The ribbon edge states with an armchair shape are 
shown in (c).
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Introduction

Catalysis plays a decisive role for a variety of processes in 
chemical industry. Catalysts facilitate or steer chemical 
reactions which otherwise would be slow or inefficient 
due to a large fraction of undesired byproducts. Most 
of the catalysts applied today in industry are heteroge-
neous catalysts, especially small particles of transition 
metals, supported on oxides or zeolites. This motivates a 
considerable scientific effort exploring transition metal 
particles and reactions on their surfaces. In this project 
we applied density functional methods to larger clusters 
of late transition metals comprising more than 100 at-
oms. The goal of this project is to examine the perfor-
mance of various density functionals and to study the 
properties of transition metal clusters.

In the fundamental equation of density functional the-
ory, the Kohn-Sham (KS) equation, electronic orbitals 
and their energies are calculated as eigenvectors and 
eigenvalues of the density dependent KS operator. These 
orbitals yield the electronic density. As the KS operator 
depends in turn on the density, the KS equation has to 
be solved iteratively (self-consistent field procedure, SCF). 
While the KS method is exact in principle, the quantum 
mechanical part of the electron-electron interaction, the 
density dependence of the so-called exchange-correla-
tion (XC) term, is not explicitly known. Various approxi-
mate forms have been suggested. In the simplest formu-
lations, the local density approximation (LDA) and the 
generalized gradient approximation (GGA), the XC func-
tionals depend on the electronic density and, in addition, 
its gradients, respectively. More accurate functionals are 
constructed by also invoking the kinetic energy density 
of the electrons as variable (meta-GGA) or by including 
“exact exchange” contributions (hybrid functionals). 
The largest data sets to be calculated and treated in the 
Kohn-Sham approach using a local representation are 
analytic six-dimensional two-electron integrals to con-
struct the Coulomb term of the electron repulsion. For 
the corresponding “classical” repulsion of electrons these 
so-called four-center integrals can be simplified by rep-
resenting the electron density via a set of auxiliary func-
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tions. For the exact exchange term in hybrid XC function-
als, four-center integrals have to be calculated explicitly.
For our calculations we used the parallel density func-
tional program ParaGauss [1], developed in our group. 
This software uses Gaussian functions to represent elec-
tronic orbitals. Recently ParaGauss has been improved by 
introducing a new algorithm for the high-performance 
parallel treatment of the more demanding tasks of the 
KS approach. A work stealing algorithm without a cen-
tral steering unit has been implemented, applying MPI-2 
[2]. The new algorithm avoids a bottleneck at a steering 
master process for a large number of workers and is 
applicable to any type of task proratable in independ-
ent work packages. Initially, these work packages are 
distributed evenly to the cores used. To equilibrate the 
computational load, a process that has finished its tasks 
steals untreated tasks from another process. Thus, each 
of the parallel processes stays occupied until all tasks 
have been treated. The resulting load balancing is more 

Figure 1: Scaling of a density functional electronic structure calculation 
of Pt140(CO)8.
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favorable than that due to a static distribution [2]. This 
algorithm has been used in ParaGauss to parallelize the 
calculation of all types of analytic integrals and the nu-
merical evaluation of the XC functionals.

Results

The new parallelization library has been validated by 
calculations on metal clusters applying hybrid XC func-
tionals as the analytic four-center integrals needed for 
the exact exchange part of these functionals are the 
most demanding task of such density functional calcu-
lations. A series of all-electron test calculations of the 
four-center integrals of medium-sized copper clusters 
Cun, n = 10–22, without exploiting structural symmetry, 
showed that the new algorithm yields efficiencies above 
93% for calculations on 512 cores for all these systems, 
increasing to 100% for larger systems. Work stealing per-
formed always slightly better than a static distribution 
of tasks. For Cu22 with work stealing an efficiency above 
95% is achieved even on 2048 cores, while a static task 
distribution yields only 70 %. Models of metal nano par-
ticles can efficiently be calculated by choosing spatially 
symmetric structures and exploiting this symmetry. Full 
electronic structure all-electron test calculations apply-
ing the TPSSh hybrid XC functional including energy de-
rivatives for geometry optimization of Cu79 (Oh symme-
try) were carried on 512 to 2048 cores with an efficiency 
of 92% on 1024 cores and 72% on 2048 cores. This drop 
in efficiency for 2048 cores for this medium sized calcu-
lation is due to a limited scaling of various small tasks 
of the SCF procedure while the demanding calculation 
of four-center integrals still yields an efficiency of 96%, 
demonstrating that the implementation is capable of 
dealing with larger systems. As a pertinent example of 
a larger system, treated again with the TPSSh functional, 
we mention electronic structure calculations using pseu-
dopotentials of the cluster Pt140 (D4h symmetry) covered 
by 8 CO molecules. Test calculations on this system, on 
128 to 2048 cores, showed very favorable scaling (Figure 
1), with an overall efficiency of 86% on 2048 cores.

Our new efficiently parallel implementation of four-
center integrals allowed for the first time a comparison of 
various hybrid XC functionals for larger transition metal 
clusters which are interesting models of heterogeneous 
catalysts. The hybrid functionals PBE0, M06 and TPSSh, 
have been compared to their semi-local congeners PBE 
(GGA), M06L, and TPSS (both meta-GGA). Cube-octahe-
dral particles of Ni, Pd, and Pt (in Oh symmetry) with 13, 
38, 55, 79, and 116 atoms were chosen as test set [3]. Cal-
culated average metal-metal bond lengths and cohesive 
energies (binding energies per atom) were extrapolat-
ed to infinite cluster size to compare the results to the 
corresponding experimentally known bulk properties. 
Hybrid functionals underestimate the cohesive energy, 
in line with their overestimation of bond lengths, while 
meta-GGA functionals tend to overestimate the cohe-
sive energy. The known preference of hybrid functionals 
for high-spin states was confirmed also for the larger 
transition metal clusters inspected. Overall, the hybrid 
functional TPSSh yields the best results and thus is sug-

gested when a hybrid functional is to be applied in stud-
ies on transition metal catalysis [3].

We also explored the preferred adsorption site of the CO 
molecule on Pt, as common density functional methods 
predict preferred adsorption at hollow sites (Figure 2) 
in contrast to the experimental finding of top sites on 
the close-packed Pt(111) surface. This failure of the KS ap-
proach is interpreted as a self-energy artifact because 
the lowest unoccupied molecular orbital of CO, 2π*, is 
calculated too low in energy. This failure may be resolved 
by hybrid DFT methods. Therefore, we calculated CO ad-
sorption at the (111) facets of the cluster model Pt79 (D4h 
symmetry), resulting in the species Pt79(CO)8. In agree-
ment with other density functional results for surface 
models, we also find for all GGA, meta-GGA, and hybrid 
functionals considered that CO adsorption is more sta-
ble at hollow sites than at top sites on Pt79 (Figure 2). The 
most preferred site for all methods is the bridge site. The 
smallest energy difference between hollow and top sites 
is provided by the TPSSh functional. Calculations with 
the larger cluster Pt140 yield hollow sites as most prefera-
ble, showing that the preferred bridge site of Pt79 seems 
to be a feature of smaller clusters. Interestingly, while 
current hybrid methods seem to fail in predicting the 
correct CO adsorption site, we were able to demonstrate 
that the DFT+U approach, applying an on-site correction, 
is able to resolve this problem for CO at Pt140 at the price 
of slightly underestimating the CO binding energy [3].

Exploiting the improved parallel efficiency of ParaGauss 
with the PBE functional, we pursued the question how 
the preference for an hcp packing of ruthenium develops 
with increasing metal cluster size [4]. For this question 
we picked ruthenium particles with 55 to 250 atoms. 
The Ru bulk has a hcp packing, but very small Ru parti-
cles have been shown to prefer a fcc lattice. We picked 
two series of fcc and hcp type clusters with nuclearities 
in a comparable size range and applied an extrapolation 

Figure 2: Various types of adsorption sites for CO on the truncated 
octahedral metal cluster M79 as example.
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strategy to infinite cluster size to compare the accuracy 
of our calculated results with experimental data for the 
bulk. Interestingly, one hardly notices a difference in the 
extrapolated nearest neighbor distances: 271.6 pm for 
fcc clusters and 271.8 pm for hcp clusters [4]. One would 
have expected that the hcp lattice leads to smaller val-
ues but seemingly the variations in the chosen set of 
clusters are too small to express this in the extrapolat-
ed values. We also noticed typical contractions of bond 
lengths in the outermost layer of a cluster, by up to 10 pm 
for both structure types. The cohesive energy of the bulk 
is by ~8% underestimated. However, the hcp clusters 
are correctly predicted to be more stable than their fcc 
congeners. Regarding the evolution of the hcp lattice we 
determined that already 55 atom clusters show a mild 
preference of a few kJ mol–1 per atom for hcp, hence the 
structure transition tends to occur at cluster sizes in that 
range or slightly below. 

On-going Research / Outlook

Ongoing improvements of the parallel performance of 
ParaGauss aim at routine applications to transition met-
al and oxide particles that comprise a few hundred at-
oms. 
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Introduction

The aqueous and sorption chemistry of actinides is of 
special concern for the assessment of environmental 
safety with regard to treating and storing radioactive 
waste of nuclear power plants and other facilities of nu-
clear industry. In this project the adsorption of actinide 
ions on clay minerals is studied computationally. Clay 
minerals are ubiquitous in soils and various sedimenta-
ry rocks. Clays are used as technical barriers to prevent 
actinide migration and clay rocks represent a possible 
host formation for a final repository of highly radioactive 
waste. Cation adsorption and precipitation is an impor-
tant mechanism to prevent the transport of actinide ions 
in the environment. Therefore detailed knowledge of the 
adsorption chemistry of actinides on clay minerals is of 
key importance for predicting their behavior and con-
trolling these hazardous elements in the environment.

We employed the well-established Vienna Ab Initio Sim-
ulation Package (VASP) [1] for calculating the electronic 
structure of periodic bulk and surface models (Figure 1). 
Surfaces are modeled as repeated slabs, separated by a 
“vacuum” layer, to achieve three-dimensional periodicity 
that allows one to apply the plane-wave band-structure 
approach to electronic structure. This software uses MPI 
for a parallel treatment by distributing bands and coef-
ficients of the wave function representation. For typical 
calculations with periodic unit cells of 100–200 atoms 
64–128 cores can be used efficiently. Larger systems al-
low a higher degree of parallelization. Test calculations 
for uranyl adsorbed on montmorillonite showed efficien-
cies (referenced to 32 cores) of 78 % on 128 cores and 50 % 
on 256 cores for a small model with 200 atoms. For large 
models with 800 atoms an efficiency of more than 90 %  
is obtained with 256 cores and of 76 % for 512 cores. 
These results demonstrate a very favorable scaling with 
increasing systems size. Dynamic simulations of solvat-
ed mineral surfaces present a particular computational 
challenge because for realistic simulation times of about 
10–20 ps in the order of 50–100 thousand electronic 
structure calculations have to be carried out. In optimi-
zations of solvated mineral surfaces, surface solvation 
is approximately modeled by adsorption of 1–3 layers of 
water molecules (Figure 1), but the results suffer from 
the arbitrary initial structure of the solvation layer [2]. 

To avoid a costly fully dynamic treatment, we suggest-
ed a simulated-annealing scheme at low temperature 
[3]. Equilibration for 3–5 ps at 200 K and lowering of the 
temperature to 0 K during 1 ps, followed by an optimiza-
tion step, leads to more trustworthy energies and struc-
tures. This procedure provides an essentially equilibrated 
solvation layer and allows one to compare various, also 
metastable surface complexes, while a fully dynamic 
treatment yields only the most stable species.

Results

Clay minerals show a layered structure at the atomic lev-
el, composed of interconnected sheets of silica tetrahedra 
SiO4 and alumina octahedra AlO6. In this project the very 
common class of 2:1 clay minerals has been inspected. 
This class of clay minerals shows the common structure 
of a central alumina sheet sandwiched between two sili-
ca sheets. This basic structure corresponds to the mineral 
pyrophyllite, exhibiting a neutral unit cell. Various other 
2:1 clay minerals are derived from this structure by cation 
substitutions, inducing permanent negative charges of 
the mineral layer that are balanced by counter ions be-
tween the layers, e.g., Na+ and K+. 

Clay minerals typically form platelets of micro- to millim-
eter size. These platelets show predominantly basal sur-
faces parallel to the mineral layers, exposing chemically 
saturated silica tetrahedra that show a low reactivity. 
With respect to metal ion adsorption, edge surfaces ori-
ented (essentially) perpendicular to the minerals sheets 

Figure 1: Uranyl(VI) adsorbed at the solvated (110) edge surface of a 
smecite mineral.
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(Figure 1) are more reactive as they expose a variety of 
aluminol, silanol, and mixed surface groups for various 
orientations and terminations. In addition to the neg-
ative charge of the layers resulting from substitutions, 
edge surfaces exhibit variable surface charges, depend-
ing on the pH of the surrounding aqueous solution, due 
to adsorption (positive charge, low pH) or release (neg-
ative charge, high pH) of protons. In this project, sur-
face structures of pyrophyllite of various edge surface 
orientations have been examined. Dynamic simulations 
showed, in agreement with earlier studies, that some 
of these surfaces have a dynamic character as protons 
are easily exchanged between AlOH2 and AlOH surface 
groups.

In a large survey we studied the adsorption of uranyl(-
VI), UO2

2+, on the more important edge surfaces (010) 
and (110) (Figure 1) of pyrophyllite, montmorillonite, and 
beidellite [2]. The charged 2:1 smectite clay minerals 
montmorillonite and beidellite differ from pyrophyllite 
by substitutions of Al3+ by Mg2+ in the octahedral sheet 
and of Si4+ by Al3+ in the tetrahedral sheet, respectively. 
The permanent layer charges have been balanced by 
solvated Na+ counter ions in the interlayer space. We 
inspected surface models where the cation substitu-
tions are on the surface or in subsurface positions. This 
large set of surface models, together with the presence 
of various adsorption sites on each of them, resulted in 
more than 100 adsorption complexes to be optimized. 
Surprisingly, essentially no changes were found in the 
structure of the mineral surfaces due to substitutions, 
even for substitutions at the surface. Exceptions, besides 
rare proton exchanges between surface groups, are aqua 
ligands at surface Al3+ centers of the (010) edge surface. 
These ligands are loosely bound and may be exchanged 
with the solution or lost in the course of close-by ura-
nyl adsorption. As the surface structures of the minerals 
compared are rather similar, also the same types of ura-
nyl adsorption complexes have been determined. While 
the structure of complexes at the same site of different 
surfaces and minerals is rather similar, the complex for-
mation energies vary. The energy differences between 
various adsorption complexes tend to be wider distribut-
ed on pyrophyllite than on the substituted minerals. For 
the example of the (110) surface we were able to show by 
means of the simulated annealing procedure, that the 
charged smectites bind uranyl stronger than pyrophyl-
lite and that binding at cation-exchanged surface sites 
is preferred (Figure 2). Independent of the mineral con-
sidered, the most stable adsorption complex is uranyl 
bridging in bidentate fashion an AlOH and a SiO surface 
group (Figure 2) [3]. Besides the typically fivefold coordi-
nated uranyl ion, we also found uranyl monohydroxide 
to appear as adsorbate. This change of the adsorbed spe-
cies takes place when an aqua ligand of uranyl close to a 
surface AlOH group deprotonates and the proton moves 
to the surface, forming an AlOH2 group [2]. In addition 
to our finding of uranyl monohydroxide as a novel ad-
sorbed species, yet to be confirmed experimentally, we 
calculated for some complexes a reduced equatorial co-
ordination number of 4, instead of the commonly found 
one 5. Notable geometric differences of uranyl adsorp-

tion complexes between the minerals are only obtained 
when adsorption takes place at sites involving a substi-
tuted cation directly at the surface. From these results 
we conclude that the type of surface chemical groups 
forming various adsorption sites determines the adsorp-
tion complexes present. In contrast, surface orientations 
as well as the specific mineral play only a secondary role. 
This result agrees with available X-ray absorption fine 
structure (EXAFS) experiments which provide similar ge-
ometric parameters for uranyl adsorption at various clay 
and related minerals.

EXAFS results for uranyl adsorption on clay minerals 
showed a slight elongation of the uranyl U-O bond, U-Al/
Si distances of about 310 pm and 330 pm and 5–6 U-O 
equatorial bonds to surface O centers as well as to aqua 
ligands, which in EXAFS are accessible only in an aver-
aged form. In some experiments this equatorial shell of 
bonds was resolved into 2–3 shorter and some longer 
bonds. The short ones are interpreted as bonds to surface 
O centers while the longer ones have been attributed to 
bonds to aqua ligands. We extended this interpretation, 
as we calculated short as well as longer bonds to surface 
oxygen centers. In addition, short equatorial U-O bonds 
also appear as bonds of hydroxide to uranyl for uranyl 
monohydroxide as adsorbate.

By comparing various adsorption complexes we traced 
the variation of lengths of equatorial U-O bonds to the 
empirical charge of the oxygen centers involved [4]. Thus, 
a differentiation of bonds to ligands or to the surface by 
their length only is not possible. Overall we showed that 
uranyl complexes binding to the same surface groups 
of edge surfaces of various minerals are rather similar; 
several sites may simultaneously be occupied. In addi-
tion, the coordination number may be lowered to 4 and 
hydrolysis on the surface may occur, leading to new ad-
sorbed species. Comparison of optimized geometries 
and improved energetic considerations allowed us to 
suggest probable sites. These results will be helpful for 
the construction of thermodynamic models of actinide 
adsorption at clay mineral surfaces and the interpreta-
tion of spectroscopic experiments.

Figure 2: Formation energies of adsorbed uranyl(VI) complexes at the 
(110) edge surfaces of pyrophyllite, beidellite, and montmorillonite. 
Open symbols represent sites at substituted surfaces (s). 

5
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On-going Research / Outlook

This first systematic survey of actinide adsorption at com-
plex clay mineral surfaces, which provided new insights 
at the atomic level, is currently being extended to neptu-
nyl NpO2

+ and more complex minerals, like iron-substi-
tuted phyllosilicates. In this way we will examine if the 
concepts developed so far can be applied more generally 
to support the interpretation of pertinent experiments. 
A further facet of these studies will be to account also 
for the dynamic nature of the mineral/water interface by 
means of exemplary dynamic simulations.

This work has been supported by Bundesministerium für 
Wirtschaft und Energie, grant No. 02E11001.
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Introduction

The transfer or transport of electrons (ET) is at the heart 
of many processes in physics, chemistry, technology and 
biology. Efficient top-down and bottom-up fabrication 
techniques have made possible the development of in-
creasingly miniaturized components of electronic devic-
es. This has motivated a renewed interest over the last 
decade in the research of ET in self-assembled monolay-
ers of molecules adsorbed at surfaces and voltage driven 
charge transport in molecular junctions (i.e. molecules 
which are chemically bound to metal or carbon-based 
electrodes). 

From a theoretical point of view, modelling electron 
transfer and electron transport at molecule-substrate 
interfaces requires a methodology that can describe si-
multaneously systems with a discrete energy spectrum 
such as molecules, and extended systems with a (qua-
si-)continuous energy spectrum, such as semiconductor 
or metal surfaces or electrodes. Furthermore, it must be 
able to account for quantum and non-equilibrium ef-
fects, which for the type of systems investigated usually 
play an important role in both heterogeneous ET reac-
tions and voltage driven electron transport processes. 
Therefore the methodology, in addition to the detailed 

5

characterization of the electronic structure of the sys-
tems investigated, needs to account for the dynamics of 
the process using quantum dynamical methods. 

In this contribution, we report recent results on the sim-
ulation of heterogeneous ET processes. Specifically, we 
analyze the dynamics of electron injection in a series of 
nitrile-substituted phenylthiolate self-assembled mon-
olayers (SAM) adsorbed at the Au(111) surface [1] and 
investigate voltage-driven charge transport processes 
in molecular junctions that use graphene as electrode 
material [2].

Results

In the simulation of the ET processes, we have used a 
two-step approach that combines electronic structure 
calculations with quantum dynamical simulations. In 
the first step, we use ab initio electronic structure meth-
ods to characterize the electronic structure of the system 
of interest obtaining the relevant parameters needed for 
the simulation of the dynamics. Due to the extended na-
ture of the systems investigated we have used periodic 
density functional theory (DFT) methods for the charac-
terization of their electronic structures. Specifically, we 
have solved the Kohn-Sham equations using the projec-

Figure 1: Population dynamics of π1* (left) and π2* (right) donor states for A (blue), B (red), and C (green). The orbital densities of the donor states for 
the different systems investigated are also shown.
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tor augmented wave method and a plane wave basis as 
implemented in the Vienna Ab-initio Simulation Package 
(VASP) [3]. These calculations strongly benefit from the 
use of a massively parallel computing environment like 
SuperMUC. Information obtained in this step includes 
the energies of donor and acceptor electronic states, 
donor-acceptor electronic couplings and vibrational nor-
mal modes of the systems investigated. This information 
is used in the second step of the approach to simulate 
the dynamics of electron injection in heterogeneous ET 
processes or current-voltage characteristics of molec-
ular junctions employing model Hamiltonians [4] and 
non-equilibrium Green’s function techniques [2].

Electron injection dynamics in nitrile-substituted phen-
ylthiolate SAMs adsorbed at the Au(111) surface
We have investigated the electron injection dynamics in 
a series of nitrile-substituted (poly)phenylthiolate SAM 
models characterized by having spacers exhibiting a 
different number of conductor (phenylene) and hybrid 
conductor-insulator (phenylene-methanediyl) groups 
(-C6H4- (A), -(C6H4)2-, (B) and -(C6H4)2-(CH2)2- (C), see Fig. 
1) adsorbed at the Au(111) surface. Specifically, we have 
simulated the injection dynamics from the π1* and π2* 
donor states corresponding to the two π* resonances 
of the -CN moiety (see Fig. 1). For all systems, we found 
equilibrium geometries where the adsorbed molecule 
is tilted against the surface normal in a fcc bridge-like 
configuration, in agreement with the experimental in-
formation. The results obtained show that, in contrast 
to what was found in previous work on ET in nitrile sub-
stituted alkanethiolates SAMs [4], the π1* and π2* donor 
states are not quasi-degenerate, as a consequence of 
their different coupling with the phenylene spacer. Spe-
cifically, π1* shows a large delocalization over the (poly)
phenylene spacer in all systems investigated, featur-
ing also significant density at the sulfur atom involved 
bonded to the surface. This is reflected in the electron 
injection dynamics (see Fig. 1). The results obtained show 
that the π1* donor states exhibit ultrafast (femtosecond) 
electron injection times that increase with the length 
of the spacer chain. In detail, A, B, and C exhibit electron 
injection times of τ1/2=1.8 fs, τ1/2=3.7 fs and τ1/2 = 12.7 fs, re-
spectively. In the case of π2*, the electron injection times 
are significantly longer (τ1/2 = 40.5 fs, τ1/2 = 553.8 fs and τ1/2 
> 1 ps, respectively). These results can be rationalized in 
terms of the distance dependence of the donor-acceptor 
couplings that depends on  the length of the (poly)phe-
nyl spacer and the degree of delocalization of the donor 
state. Addition of a small chain of methanediyl groups 
to the biphenyl spacer (system C) does not qualitative-
ly modify the delocalized nature of the π1* donor state, 
which shows density over the biphenyl spacer. Howev-
er, there is negligible density at the methanediyl groups 
or the sulfur atom (see Fig. 1, left). As a consequence, the 
electron injection rate in this system takes longer due to 
the reduction in the donor-acceptor couplings caused by 
the increase in the donor-acceptor distance.

Charge transport in molecular junctions with graphene 
electrodes
The development of new fabrication techniques has en-
abled the use of graphene as material for electrodes in 
molecular junctions. This synthetic carbon allotrope is en-
dowed with different structural (rigidity and mechanical 
stability) and electronic (high electron mobility) proper-
ties that make it a promising material for nanoelectron-
ic applications. In a first step towards the development 
of new devices using graphene-based single-molecule 
junctions the conductance properties of these systems 
have to be analyzed. As a model system we have investi-
gated the nanojunction depicted in Fig. 2, which features 
fullerene anchor groups physisorbed at the graphene 
electrodes. Recent experiments [2] revealed asymmet-
ric current-voltage characteristics as well as switching 
behavior in this junction. Our theoretical investigation 
shows that the asymmetry of the current voltage-char-
acteristics can be rationalized on the basis of the intrin-
sic asymmetry of the molecular bridge. Furthermore, we 
have also found that edge states in graphene electrodes 
with zigzag termination play a significant role, strongly 
affecting the conductance at small bias voltages. 

On-going Research / Outlook

We plan to continue and extend the study of hetero-
geneous ET in molecular systems at surfaces with the 
goal to achieve a comprehensive understanding of the 
dynamics of these processes. Specific processes to be in-
vestigated include electron transfer in organic molecules 
adsorbed at surfaces, focusing on the role of vibronic ef-
fects and charge transport in molecule-graphene nano-
junctions, addressing in particular the role of vibronic ef-
fects, spin-sensitive transport, and light-driven transport 
phenomena. In addition, we are developing new theoret-
ical methods for the characterization of these processes.
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Figure 2: Single-molecule junction investigated with a fullerene end-
capped molecule comprising two styrene units covalently connected 
through a [2,2’]paracyclophane as bridge and zigzag terminated 
graphene electrodes.
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Introduction

The worldwide rapidly growing demand for more effi-
cient and sustainable exploitation of energy and mate-
rial resources puts catalysis higher and higher up on the 
research agenda. New and improved catalysts are needed 
to deliver security of supply and industrial competitive-
ness. The required extreme targets on activity, selectivity 
and stability under very demanding operating conditions 
represent a formidable challenge and require the ability 
to nano-design catalytic materials well beyond our pres-
ent capabilities. In this respect, it is pivotal to distinguish 
between the intrinsic catalytic properties of the catalyst 
material and its macroscopic observed functionality. The 
observable (and exploitable) functionality of heteroge-
neous catalysts results from the interplay of two quite 
distinct aspects. On the one hand, there are the intrin-
sic catalytic properties of the active catalyst material 
when interacting with molecules of the surrounding gas 
phase. They derive from the material’s property to make 
and break chemical bonds at its surface(s) and are ulti-
mately determined at the electronic structure level. On 
the other hand, there is the macroscopic heat and mass 
flow in the actual reactor geometry and at the actually 
employed operation conditions, which determines the 
local gas-phase concentrations and temperature at the 

Figure 1: Time and length scales in heterogeneous catalysis.

5

catalyst surface. Both aspects are generally intricately 
coupled. In order to reach a rational understanding of 
the mechanisms underlying the observed functionality, 
an increased level of scientific understanding is required 
at each characteristic scale involved in the catalytic pro-
cess (as depicted in Figure 1).

With reference to Fig. 1:
• At the microscale, ab-initio - i.e. first-principles - electron-

ic structure theory calculations are used to unravel the 
making and breaking of chemical bonds at the surface, 
by explicitly treating the electronic degrees of freedom;

• At the mesoscale, statistical simulations explicitly ac-
count for the interplay among all the chemical events, 
largely improving upon effective formulations that in-
herently rely on uncontrollable averagings;

• At the macroscale, energy, mass and momentum con-
servation equations are employed to model transport 
phenomena in the reactor and in the catalyst support, 
fully integrating the first-principles based reactive sur-
face chemistry unraveled at the lower scales.

In the first two-years of the project pr47ma (2010-2012), 
we have successfully demonstrated how first-principles 
calculations and semi-empirical models can be used for 
the estimation of kinetic constants for complex reaction 
networks [1,2]. In the extension period (2012-2014) we 
have focused our attention on the coupling of the mi-
croscale and meso- scales) with the macro-scale (Com-
putational Fluid Dynamics, CFD). In the period 2014-2016 
we have put our attention in particular on the testing of 
our proposed algorithm for coupling kinetic-Monte-Car-
lo simulations (kMC) and CFD. 

Thanks to the granted computational time, we proved 
that the resulting methodology allows to efficiently in-
tegrate the microscopically correct account of the spatial 
arrangements and interactions of the adsorbed chemicals 
with the fundamental description of fluid-dynamics and 
transport at the catalyst interface, in an effective seam-
less flow from the atoms to the reactor. As a proof of the 
impact of the work, the resulting paper was included in the 
“ACS Editors’ choice” list and published as “open-access” [6].
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Results

The integration of the kMC simula-
tions into the fluid dynamic frame-
work has been achieved using the 
interpolated kMC method [3]. In par-
ticular, Matera and Reuter employed 
an instantaneous steady-state ap-
proximation to generically pres-
ent any irregularly gridded steady-
state reactivity data of any complex 
(first-principles) kinetic model in the 
form of an interpolated data field for 
the boundary condition. For the com-
putational solution of the fluid-dy-
namics we have used the recently developed solver cata-
lyticFOAM, that allows for the solution of Navier–Stokes 
equations for complex and general geometries for react-
ing flows at surfaces, based on a detailed microkinetic 
description of the surface reactivity [4,5]. Noteworthy, 
the CatalyticFOAM solver exploits the operator-splitting 
technique to separate transport and reaction terms, and 
therewith allows already for the solution of the Navi-
er-Stokes equations for complex and general flows at 
reactive surfaces described on the level of mean-field 
microkinetic rate equations. The CatalyticFOAM solver is 
intrinsically dynamic, and the steady state is reached by 
time-dependent simulation. In this respect the separa-
tion between reaction and flow-time scales is essential. 
This feature turned out to be extremely important when 
multiple steady-state solutions are possible depending 
on the initial conditions.

The project on superMUC consisted the testing and as-
sessing of the interface between the interpolated kMC 
method and catalyticFOAM solver. In particular, we have 
tested the capability of the code in managing complex 
computational domains. Both random and structured 
geometries were employed for the tests.

Our tests on superMUC clearly showed that the combi-
nation of the domain decomposition technique and op-
erator splitting algorithm enable the simulation of very 
complex geometries along with a microkinetic descrip-
tion of the surface reactivity even when kMC derived 
turn-over-frequencies are employed. Moreover, contrary 
to what observed for the direct calculations of the reac-
tion rates under the mean-field approach (see report for 
the period 2012-2014), the possibility of importing TOF 
calculated beforehand strongly improved the efficiency 
of the simulation in terms of computational time. In fact, 
under the assumption that the intrinsic catalytic activity 
at every resolved surface mesh point of the macroscopic 
fields is solely dependent on the local temperature and 
partial pressures at this point. The activity at neigh-
boring mesh points only enters indirectly through its 
effect on these local gas-phase conditions, not directly 
through some coupling mediated by the surface popu-
lation itself. In particular, for macroscopically homoge-
neous catalysts, it then suffices to determine one inter-
polated data field for the intrinsic catalytic activity as a 
continuous function of the temperature and all partial 

pressures. This data field can then be 
used as a CFD boundary condition 
independently at every CFD surface 
mesh point. In this way, the micro/
meso-scales are fully decoupled in 
time from the macroscale. Thus, by 
the combination of the operator 
splitting algorithms with the do-
main decomposition technique, each 
run was easily parallelized on super-
MUC, with performances very similar 
to non-reactive CFD simulation with 
openFOAM. Also, the possibility of 
using TOF calculated beforehand al-
lowed us to avoid the dependence of 

the efficiency of the scalability on the distribution of the 
catalytic cells in the domains, which was one of the main 
drawbacks reported in our report for the period 2012-
2014. In fact, since the calculation of the source term is 
fully decoupled from the CFD simulation, there is no an 
unbalanced workload associated to the catalytic cells 
(i.e., where surface reactions take place), and thus the 
domain decomposition techniques turned out to be a 
very suitable technique for the parallelization of the sim-
ulation. Very good scaling properties were found for all 
the investigated cases. For instance, for a random packed 
bed of spheres, which consists of about 2,000,000 cells, 
was found to scale almost linearly up to 1024 processors 
(2000 cells/core), in full analogy with our previous mean-
field simulations.

We demonstrated the capabilities of the established ap-
proach by applying it to a series of problems of increas-
ing flow complexity that are particularly geared toward 
in situ experiments at flat-faced model catalysts. In all 
cases we observed intricate couplings of reactive surface 
chemistry and flow that significantly modify the observ-
able catalytic function. As an example, Fig. 2 illustrates 
the complex flow and temperature fields arising during 
CO oxidation at Pd(100) inside the spectroscopic cell. 

This strongly underlined the necessity of reliable ac-
counts of both aspects in integrated multiscale catalysis 
simulations when aiming to establish an atomic-scale 
mechanistic understanding of this function in techno-
logically relevant environments.

On the whole, through the granted computational time, 
we were able to prove that the proposed numerical al-
gorithm makes possible the simulation of multidimen-
sional systems with complex and detailed kinetic mech-
anisms, overcoming the unfeasible computational effort 
(especially in terms of memory) that would be required 
by fully-coupled algorithms.
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Figure 2: Illustration of the complex stationary 
flow pattern arising during CO oxidation at 
Pd(100) inside the reactor (Adapted from Ref. [6]).
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Introduction

Oxide surfaces – such as TiO2 or ZnO – have long been 
known to possess the ability to split water if irradiated 
by light. Unfortunately, the yields are small and most 
of the reactive surfaces only work with highly energetic 
UV-light. 

In order to make the process of water splitting viable for 
large scale application one therefore has to either find 
new materials or surfaces or introduce co-catalysts, like 
e.g. small clusters of coinage metals which have shown 
much promise in experiments. 

Our project was mainly concerned with the formulation 
of methods to investigate the mechanisms involved in 
the water splitting process and finding promising new 
catalyst materials. Due to the size of the involved sys-
tems and the need to accurately describe not 
only structures but also chemical reac-
tions we exclusively used methods 
based on Density Functional 
Theory. Apart from data anal-
ysis and simulation control 
scripts using the python 
ASE[1] frameworks all 
simulations were ei-
ther performed with 
the FHI-aims[2] or 
CASTEP[3] DFT pack-
ages.

Results

Computational 
screening of co-cat-
alysts 
We formulated a theo-
retical approach for the 
screening of  viable cat-
alyst/co-catalyst combina-
tions [4]. At the same time we 
were able to show that DFT beyond 

Figure 1: Schematic of a water 
oxidation reaction via proton coupled 

electron transfer on a gold nano-particle. 
Colour coding of the depicted atoms is as 

follows: red=O, white=H, yellow=Au

5

the GGA level is necessary to achieve even qualitatively 
correct results. Looking at Au clusters up to 55 atoms (see 
below) this means the fully non-local treatment of up 
to 4345 electrons in a sufficiently large basis. For this we 
employed the numeric atomic orbital all-electron code 
FHI-aims [2], which shows excellent parallelisation and 
near linear scaling with system size. It is very well suit-
ed for use on architectures such as SuperMUC due to a 
customised scalapack implementation which at its heart 
has the highly efficient ELPA [5] eigenvalue solver.

Non-local exchange calculations for such a large num-
ber of heavy atoms is not only expensive in terms of CPU 
time but also with regards to memory consumption. 
Additional optimisation of the code was necessary to 
reduce the memory necessary per core below the 1.5 Gb 
available on SuperMUC thin nodes. 

Additionally, we implemented a solid state 
embedding scheme based on the QM/

MM approach which allows us to 
even go beyond hybrid DFT func-

tional accuracy [6]. With our 
embedding approach we 

can also study surface and 
solvent effects acting on 

the Au-clusters. As this 
approach effectively 
eliminates the need 
for periodic boundary 
conditions, QM/MM 
surface calculations 
show the same par-
allel efficiency as vac-
uum runs with only 

a minimal overhead 
due to the polarisation 

of the MM region. A first 
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application of this 
method, success-
fully predicted 
charge state and 
stability of point 
defects on the 
catalytically highly 
important TiO2 (110) 
surface [7].

For this part of the pro-
ject we used about three 
quarters of our available CPU-
time (3M CPU hours). The number 
of files generated was small (<5-7 files 
per run where only one file needs to be 
stored as output). Yet, for the largest clusters 
checkpointing files on SCRATCH did reach signifi-
cant sizes of up to ~100 Gb. As these are only relevant 
in case of a crash or wall-time overrun no permanent 
storage of checkpoint files is necessary. Number of CPUs 
per job depended strongly on the size of the system at 
hand. Small jobs were typically conducted on up to 256 
cores, while for the large ones we used up to 4096 cores. 
Average job size was around 512 cores. 

A new thin film phase of ZnO
Together with the experimental group of Prof. Wöll at the 
Karlsruhe Institute of Technology we studied the forma-
tion of ZnO mono-, di- and tri-layers on Copper surfaces. 
Such systems are relevant for chemical applications, as 
they allow direct coupling of a chemically active oxide 
with a metal, and can be produced relatively easily by 
oxidising brass surfaces. Using CO as a probe molecule 
we were able to show the existence of a previously un-
known thin film phase of ZnO [8], which is structurally 
situated halfway between the already known graphitic 
and Wurtzite phases. An example of the new phase is 
depicted in Figure 2.

In order to rule out any polarisation and finite size effects 
calculations had to be performed on a 5x5 Cu surface 
unit cell mirrored around the centre of the simulation 
box. As calculations were performed with the pseudopo-
tential based plane-wave code CASTEP[3] such large box 
sizes were rather costly. In order to compare with exper-
iment we calculated the harmonic vibration frequency 
spectrum and the transition dipole for the adsorbed CO 
molecule, on every unique adsorption site. Vibrational 
analysis was performed via the method of finite differ-
ences with the ASE[1] python framework. CASTEP paral-
lelises well on SuperMUC architecture especially regard-
ing reciprocal space sampling over k-points.

In total we used approximately 1M CPU hours for this 
project. Due to the nature of our implementation of the 
Tkatchenko Scheffler van der Waals correction a large 
number (~300 per run) of temporary files were gener-
ated on scratch. Yet again, only the actual output files 
containing energies and frequencies were retained for 
later use. Here, memory limitations were not an issue. On 
average we again used around 512 cores per run. Calcula-

tion of the transition dipole moments was performed in 
a post-processing step on a workstation.

Outlook

Calculations for projects such as this are extremely cost-
ly due to the large size of the systems involved and the 
level of theory necessary to gain meaningful results. 
Only with a supercomputer such as SuperMUC were 
these calculations even possible. During the two years 
run-time of our project, progress was hindered by fre-
quent breakdowns and longer outages of services at Su-
perMUC. These, which in part can be attributed to the 
newness of the system, added up to a total of not much 
less than 10% downtime over the course of our project. 
Additionally, SuperMUC policy to completely eliminate 
access to project data at the very day the project ends 
seems curiously strict, at least compared to other large 
supercomputing centres, as it essentially prohibits users 
from running jobs during the last days of their allotted 
project time.

Nevertheless, the results outlined above represent only 
the beginning of our research into more effective wa-
ter splitting catalysts. Follow up proposals for a more 
in-depth study of surface and solvent effects, as well as 
dynamical simulations of water splitting are currently in 
preparation.
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Figure 2: CO adsorbed on double layered 
ZnO in the transitionary phase between gra-

phitic and Wurtzite on a Copper substrate. Colour 
coding of the depicted atoms is as follows: red=O, 

blue=C, silver=Zn, orange=Cu
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Introduction

Heterogeneous catalysis is a pivotal technology in chem-
ical industry. Improvement or even development new of 
catalysts in terms of selectivity, stability, and energy effi-
ciency is most desirable. Key to rational design strategies 
is the detailed understanding of the structure– activity 
relationship such as knowledge of active sites and reac-
tion mechanism(s). Yet, harsh reaction conditions of may 
largely hamper such insight via experiments. 

One example is the the synthesis of the bulk chemi-
cal methanol. Nowadays it is produced from syngas (a 
mixture of CO2, CO and H2) over the Cu/ZnO catalyst 
(ICI process). The efficiency of this process results from 
a complex scenario of surface chemical reactions at 
high temperatures and pressures. In response to these 
physical and chemical conditions of the gas phase the 
catalyst undergoes dynamical morphological changes. 
These transformations give rise to a huge space of pos-
sibilities in terms of structural and chemical configura-

Figure 1 Process of generating a global 
reaction network of chemical species and 
elementary reactions from pure compu-
tational means. 
1 Thermodynamic optimization: Activat-
ed CO2 over the Cu8/ZnO catalyst model. 
2 Metadynamics sampling: gross 3D free 
energy surface with the “synthesized” 
chemical species which were obtained 
from analysis of the ab initio molecular 
dynamics trajectory underlying the 
metadynamics. 
3 Schematic reaction network of metha-
nol synthesis from CO2 over the Cu8/ZnO 
nanocatalyst model including parallel 
reactions, prominent side reactions such 
as methanation, reverse and forward 
water gas shift reaction, and reactions 
leading to catalyst deactivation.

5

tions of both, adsorbates and continuously altering Cu/
ZnO surface. Here we show that the underlying reaction 
mechanism(s), active sites and chemical species can be 
automatically “synthesized” in silico using our molecular 
dynamics approach to computational heterogeneous ca-
talysis [1,2,3] while keeping any a priory input on species 
and mechanisms at a minimum. 

Results and Methods 

Accelerated finite temperature ab initio molecular dynam-
ics in conjunction with a thermodynamically optimized 
Cu8/ZnO nanocatalyst model [4,5] was used to sample a 
reduced but multidimensional free energy landscape of 
the chemical transformations of molecular carbon spe-
cies from CO2 toward methanol, see Figure 1 and Ref [6]. 
This landscape discloses an overwhelmingly rich network 
of parallel, competing and reverse reaction channels over 
a lively catalyst surface, see Figure 1. Over twenty carbon 
species have been generated in addition to side species 
and adspecies decorations on Cu. Highly reactive formal-
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dehyde species could be identified to be the key inter-
mediate toward methanol. Analysis of the trajectories 
underlying the ab initio metadynamics sampling of the 
free energy landscape results several well known side re-
actions such as reverse and forward water gas shift reac-
tion, and methanation but also those reactions leading to 
catalyst deactivation such as coking. Further analysis of 
individual reaction steps within the full reaction network 
identified three prototypical types of surface chemical 
reactions, namely Eley–Rideal, Langmuir– Hinshelwood, 
and Mars–van Krevelen. We stress that the former and the 
latter mechanisms can only be realized when the active 
reaction space systematically included in all simulations, 
namely the near surface at the interface between catalyst 
and gas phase, for an example see Figure 2, and dynamical 
transformations of catalysts sites, respectively. 

Performance and scaling 
The AIMD simulations were carried out using CPMD 
[7,8] which is a DFT-based molecular dynamics code. The 
electronic structure of the nanocatalyst model was de-
scribed by a plane wave basis set in combination with 
ultrasoft pseudopotentials. The Kohn-Sham equations 
of DFT were propagated in an extended Lagrangian 
scheme. Computationally this is the most demanding 
part of the calculation which require a high band width/
low latency interconnect. We assigned these tasks to 
processor groups (PGr). Within a PGr parallelization is 
realized via MPI and either MPI or OpenMP/Vector for 
inter-node and intra-node communication processing, 
respectively. At this level of parallelization the allocation 
of 160 cores allowed for the highest speedup for our Cu/
ZnO nanocatalyst model. Herein the 3D-FFT of the elec-
tronic wavefunctions is split up most efficiently into one 
2D-FFT per processor core. Within one 2D-FFT the CPMD 
code allows more levels of parallelization, e.g. via DFT 
orbitals. Utilizing these levels for our system resulted in 
lower speed-up. Production runs were carried out with 
2D-FFT parallelization because it gave the best utilization 
of the granted cpu time and time to solution. 

On SuperMUC CPMD propagation of a single Cu/ZnO na-
nocatalyst model required 8.9 core·min per MD step on fat 
nodes, 6.1 core·min per MD step on Phase 1 thin nodes and 
3.5 core·min per MD step on Phase 2 nodes, that is full utili-
zation of 4 nodes, 10 nodes, and 6 nodes, respectively. There 
exists another level of parallelization which is the multiple 
walker extension to the metadynamics simulation. Walk-
ers interact in building up the biasing potential and this in-
teraction requires negligible communication effort. Such, 
the algorithm parallelizes intrinsically with respect to the 
number of replicas (walkers) of the total system allowing 
for some tenths of walkers. On SuperMUC partitions best 
performance between queue waiting vs. production was 
achieved using up to ten walkers, which was 1600 cores. In 
addition to the MD sampling electronic structure analysis 
was performed using 2D-FFT parallelization, too. On Super-
MUC this project has used approximately ten million core 
hours. A typical job used 80 to 1600 cores depending on 
the number of walkers to explore the FES of Figure 1. Be-
sides bookkeeping of the trajectory data at every MD step 
larger disk I/O demands during such jobs were complete 
restart files which were written every two hours and were 
0.5 GiB in size. The maximum storage needed in SCRATCH, 
WORK and PROJECT was 1 TiB and 5 TiB and 100 GiB, respec-
tively. We note that typical node utilization is best with the 
number of cores being powers of two, as is the thin nodes 
of Phase 1, whereas Phase 2 with 28 cores is not optimal for 
complete filling of nodes by our typical jobs. 

On-going Research / Outlook 

With the installation of SuperMUC Phase 2 computations 
with our Cu/ZnO catalyst model were speed up by about 
70% compared to Phase 1. This allows for larger system 
sizes and ab initio molecular dynamic simulations with 
computationally more demanding electronic structure 
methods for calculation of atomic forces. Currently we 
are investigating mild and selective methanol oxidation 
over Titania supported gold nanocatalyst both, in gas 
phase and in aqueous solution, by employing advanced 
MD techniques similar to the present project. These sim-
ulations require twice to three times of computational 
resources in the setup compared to Cu/ZnO. However, 
accurate calculation of the electronic structure for these 
Titania gold systems will be critical in terms of available 
resources. We estimate an increase in computational 
cost by 100 to 500 times which would be required and 
hopefully accessible by “SuperMUC Next Generation”. 
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Introduction

That magnetic materials can change their temperature 
is known since the pioneering work of Emil Warburg and 
other scientists in the nineteenth century. He discovered 
that plain iron changes its temperature when an applied 
magnetic field is removed. This magnetocaloric effect 
(MCE) can be used for a variety of cooling applications, 
for instance in special room-temperature refrigerators 
that work without refrigerant fluids. The magnetocalor-
ic effect is also employed in order to achieve the lowest 
possible temperatures in thermodynamic cycles such as 
the Carnot or Ericsson cycles, which work with paramag-
netic substances. Sub-Kelvin temperatures were experi-
mentally obtained already in 1933 by W.F. Giauque who 
received the Nobel prize for his achievement in 1949. In 
contrast to paramagnets, magnetic molecules should 
offer more flexibility concerning the cooling process, but 
until now this remained a hypothetical option.

5

Our group [1] investigates small quantum spin systems 
such as for instance magnetic molecules for their use as 
low-temperature refrigerants. Since those substances 
constitute correlated many-body systems powerful ap-
proximations to the Schrödinger equation are needed in 
order to understand their magnetic properties properly. 
We employ powerful Krylov space methods in order to 
evluate thermodynamic observables such as magneti-
zation or specific heat. Our experience is that our meth-
od of choice – the Finite-Temperature Lanczos Meth-
od (FTLM) [2] – delivers very accurate quantum results, 
which enable us to study thermodynamic functions such 
as the entropy in great detail [3].

Results and Methods

Our partners from Chemistry at the University of Man-
chester in the UK synthesized a molecular cluster con-
taining seven gadolinium ions, with six forming a hex-
agon and one sitting in the center, see Figure 1. Each 
gadolinium ion possesses a spin of s=7/2. For Gd one ex-
pects a weak interaction of these magnetic ions, there-
fore a large MCE should be possible. 

MCE experiments with samples of the crystals were car-
ried out in Zaragossa (Spain). In an adiabatic process the 
temperature fell to around 0.2K. Besides the fact that 
this investigation constitutes the first sub-Kelvin cooling 
experiment with magnetic molecules, it also exemplifies 
the richness of adiabatic processes in interacting mag-
netic quantum systems. 

For a paramagnet the curves of constant entropy, on 
which the important adiabatic processes run up or 
down, are straight lines heading towards the origin of 
the T-B plane, compare black lines in Figure 2. Their slope, 
which is the cooling rate, is always T/B for each pair of 
temperature T and field B, from where one wants to cool 
down, for instance. Magnetic molecules allow one to 
achieve very different cooling rates in certain parts of the 
T-B plane, especially close to the B axis. Such a behavior 
could be theoretically predicted for Gd7 and successfully 
measured. The bumpy structure of the isentropes of Gd7 
shown in Figure 2 as colored curves reflects the unusual 
structure of magnetic energy levels present in Gd7 and Figure 1: Structure of [Gd7(OH)6(thmeH2)5 (thmeH)(tpa)6(MeCN)2](NO3)2 

[“Gd7”; H3thme = tris(hydroxymethyl)ethane; Htpa = triphenylacetic 
acid].
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simultaneously demonstrates that an interacting quan-
tum magnet may produce cooling rates that are much 
larger in certain T-B regions compared to a paramagnet, 
a phenomenon that is termed enhanced magnetocaloric 
effect. In addition processes such as heating upon de-
creasing the field are possible, too, which never happen 
with paramagnets.

The unusual and pronounced bumpy structure of the is-
entropes of Gd7 (Fig. 2), which could be followed in the 
cooling experiments, is an outcome of the frustrated na-
ture of the antiferromagnetic interactions in Gd7. Since 
the centered hexagon consists of triangles, the antiferro-
magnetic interaction is unable to constitute a magnetic 
ground state of pairwise “happy” combinations of up and 
down spins. Such a situation is termed “frustrated”. Frus-
tration often leads to an unusual bunching of low-lying 
energy levels, which as a function of applied magnetic 
field may vary strongly. It is this strong variation of the 
density of low-lying energy levels that produces the 
beautiful bumpy entropy landscape. The hope is thus 
that in the future we would be able to design isentropes 
according to our needs by means of rational design of 
magnetic molecules.

For the theoretical modeling we used a combination of 
FTLM and complete numerical diagonalization. FTLM 
was employed to search in parameter space for good fits 
to the static magnetization as well as susceptibility. Here 
openMP schemes were used to parallelize matrix-vector 
operations on the nodes. MPI was employed to start sim-
ulations with various parameter sets. In a second step 
complete numerical diagonalization was performed us-
ing a decomposition of the Hilbert space according to 
the irreducible representations of the underlying sym-
metry groups. 

On-going Research / Outlook

Magnetocalorics remains a very active field of research, 
both for sub-Kelvin as well as for room temperature 
applications. One aim is to replace the very rare and 
thus expensive 3He that is used in many cryostats for 

low-temperature cooling. A thorough understanding of 
the magnetocaloric properties of quantum spin systems 
rests on an accurate evaluation of their thermodynamic 
functions such as the entropy. 

Even for moderately larger spin systems such functions 
can only be evaluated on HPC systems since matrix-vec-
tor operations in gigantic Hilbert spaces are involved. But 
thanks to the progress made in development of methods 
(FTLM, Density Matrix Renormalization Group, Quantum 
Monte Carlo) and to the technical progress of HPC sys-
tems the theoretical investigation of quantum spin sys-
tems has greatly advanced, and so has our understand-
ing of the magnetocaloric properties.

We thus like to close with a cartoon of Gd7 and a snow-
flake, Figure 3, in order to express our hope, that more 
and better magnetic refrigerants will be discovered in 
the future.

Figure 2: Theoretical curves of constant entropy, i.e. isentropes of Gd7 
(coloured) compared to those of a paramagnet (straight black lines).
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Introduction

Magnetic molecules offer the prospect of encoding and 
storing information in their magnetic state. This applies, 
in particular, to bistable molecules such as single mole-
cule magnets (SMMs). The possibility to store, e.g., one 
bit of information in the state of a single molecule would 
constitute an enormous miniaturization and could lead 
to data storage technologies with significantly increased 
areal density. However, to make this technological ap-
plication feasible, the molecules need to be individually 
addressable so that their magnetic state can be probed 
and manipulated on a molecule-by-molecule basis. In the 
last years, there has been an increasing interest in the 
question whether this functionality can be achieved by a 
controlled deposition of magnetic molecules on suitable 
substrates. This approach can introduce new complica-
tions due to interactions between the molecules and the 
surface. Therefore, even if the magnetic response of the 
isolated molecule is well understood, its magnetic proper-
ties in contact with the surface have to be reinvestigated.

Kondo impurity models can be used to theoretically de-
scribe magnetic molecules that are deposited on a me-

Figure 2: Impurity magnetization M for varying hard axis anisotropy 
D>0 as function of magnetic field for vanishing temperature, and 
impurity spin a) S=1, b) S=3/2, and c) S=2. The value of D increases from 
bottom to top or from left to right, respectively. For details see [3].

5

Figure 1: Schematic structure of a single spin deposited on a non-
magnetic metallic substrate. Red spheres with arrows represent the 
conduction electrons.
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FIG. 7. (Color online) Impurity magnetization M for differ-
ent anisotropy parameters D > 0 as function of magnetic field
for temperature kBT/W ≈ 1.54 ·10−15 ≈ 0, coupling strength
ρJ = 0.07, equal g-factors, and impurity spin a) S = 1, b)
S = 3/2, and c) S = 2. The value of D increases from bottom
to top or from left to right, respectively. Note the use of a
linear magnetic field scale and the rescaling of the Zeeman
energy gSµBB by D.

S = 1 is special because the residual spin-1/2 cannot
have uniaxial anisotropy. The single step which exists
for S = 1 at large D therefore disappears for smaller val-
ues of D. With respect to the energy scale imposed by
the anisotropy, the steps in the impurity magnetization
become well-defined for small and large D. In addition,

the pseudo-plateaus become flatter. Fig. 7 c furthermore
suggests that the two steps appearing in M(B, T ≈ 0)
for S = 2 and large D have different width. We are going
to discuss the aspect of step width in more detail in Sec.
VIC. In particular, it will be shown that an impurity
magnetization step is steeper if it occurs at larger field.
It turns out that a standard z-averaging of the NRG re-
sults introduces artifacts into the magnetization steps for
large anisotropy D. This problem is investigated in more
detail in the context of an effective model at the end of
Sec. VIC. The plots shown in Fig. 7 are not visibly
affected by this numerical shortcoming.

The position of the steps in the impurity magnetiza-
tion curves for both small and large anisotropy D seems
interesting. Figs. 7 b and c show that for small D and
impurity spin S = 3/2 and S = 2 a step occurs at a
magnetic field which is smaller than the corresponding
level crossing field for a free spin S − 1/2 with hard axis
anisotropy. In contrast, for largeD and all three impurity
spins considered in Fig. 7, each impurity magnetization
step is found at a field exceeding the corresponding level
crossing field for a spin S. One might wonder whether
the half-bandwidth W of the electrons has an impact on
these two effects. To investigate this question for the case
of small anisotropy, we have calculated additional mag-
netization curves for impurity spin S = 3/2 and S = 2
with decreasing coupling strength ρJ (0.09, 0.07, and
0.05). Since ρ = 1/2W , a reduction of ρJ can be inter-
preted as an increase of the half-bandwidth W for fixed
J . For each value of the coupling strength the anisotropy
parameter was chosen according to Table I so as to give
a constant ratio kBTH/D = 1000. With this choice of
D, a reduction of ρJ leads to a shift of the step in the
impurity magnetization curve towards smaller fields rel-
ative to D/gSµB . This suggests that the effect observed
for small D is not bandwidth-related. The question at
which fields impurity magnetization steps occur for large
anisotropy is considered in chapter VIC.

The limiting cases of small and large anisotropy D are
connected by a regime with partial Kondo screening in
which it is not possible to exclusively think in terms of
the impurity spin S or an residual spin S − 1/2. Im-
purity magnetization steps are broadened in this regime
with respect to the energy scaleD and, upon reducing the
anisotropy parameter, move towards lower fields relative
to D/gSµB (see Fig. 7 b). In addition, one step dis-
appears for D ≈ kBTH in case of integer impurity spin
S (cf. Fig. 7 c). Kondo screening effectively changes
the impurity spin S from integer to half-integer and vice
versa.56 Depending on the ratio kBTH/D and the result-
ing degree of Kondo screening, different behavior of the
impurity magnetization is therefore observed, in particu-
lar for fields gSµBB � D: While there is little magnetic
response for an effective integer spin (at zero temper-
ature, there is none at all for a free integer spin with
hard axis anisotropy as shown in Fig. 6), we have larger
impurity magnetization M ≈ gSµB/2 for effective half-
integer spin. However, in the latter case an additional



191

Numerical Renormalization Group studies of deposited Magnetic Molecules

tallic substrate. In our group [1] we study such models 
with non-zero magnetic field and additional uniaxial 
anisotropy for the impurity spin in the framework of the 
Numerical Renormalization Group (NRG) invented by 
Wilson [2]. 

Results and Methods

A first project dealt with the magnetic properties of de-
posited single spins with uniaxial anisotropy. The model 
contains the conduction electrons of a non-magnetic 
metallic substrate, which interact with a deposited spin, 
see Figure 1. 

The antiferromagnetic interaction of spin and conduc-
tion electrons leads to screening effects, i.e. when the lo-
cal magnetization of the spin is measured or calculated 
it is reduced compared to the non-interacting case. For 
spins larger than ½ and hard axis anisotropy this leads 
to non-trivial magnetization curves, see Figure 2 for an 
example. 

The above discussed setting corresponds to a single-im-
purity single-channel problem. It is solved by mapping 
the physical Hamiltonian onto a semi-infinite chain, see 
Figure 3. The Hamiltonian of this so-called Wilson chain 
is then iteratively diagonalized in the respective Hilbert 
(Fock) spaces. We used openMP directives to adapt the 
program to the multicore environment of the nodes.

On-going Research / Outlook

Recent efforts aim at the deposition, investigation and 
manipulation of magnetic molecules with more than 
one magnetic center (spin). Figure 4 shows a successful 
realization of deposited short spin chains on a lead sub-
strate [4]. 

In the experimental investigation the total magnetic 
moment of the effective spin chain of a single stack was 
measured for various stack sizes, i.e. numbers of spins 
in the chain. In our recent investigations [5] we aim at 
a theoretical determination of the magnetization as a 
function of field for small stack sizes. One interesting 
question concerns the critical value of the interaction 
between lowest spin and substrate, above which the 
lowest spin is fully screened and the chain is effectively 
reduced by one site.   

Our continuing theoretical research is going to comple-
ment the huge efforts on the experimental side to de-
sign such small deposited quantum systems, e.g. as de-
posited magnetic molecules or as quantum dots. 

References and Links

[1]  http://obelix.physik.uni-bielefeld.de/~schnack
[2]  K. G. Wilson. 1975. Rev. Mod. Phys. 47, 773
[3]  M. Höck, J. Schnack. 2013. Phys. Rev. B 87, 184408
[4]  Xi Chen, Ying-Shuang Fu, Shuai-Hua Ji, Tong Zhang, Peng Cheng, 

Xu-Cun Ma, Xiao-Long Zou, Wen-Hui Duan, Jin-Feng Jia, and Qi-Kun 
Xue. 2008. Phys. Rev. Lett. 101, 197208.

[5]  H.-T. Langwald, F. Kaiser, J. Schnack. In preparation.

Figure 3: Sketch of the Wilson chain that is used for the evaluation of 
observables by means of NRG [4].

Figure 4: Schematic arrangement of stacked cobalt- phthalocyanin 
molecules on a lead surface. 



192

Chemistry and Material Sciences

Advanced Finite-Temperature Lanczos Method  
for Magnetic Molecules

Research Institution
Universität Bielefeld, Fakultät für Physik
Principal Investigator
Jürgen Schnack
Researchers
Oliver Hanebaum, Christian Heesing, Jürgen Schnack
Project Partners
–

SuperMUC Project ID: pr63fa

Introduction

Quantum spin systems constitute an important plat-
form to realize next-generation ultra-small magnet-
ic data storage devices as well as devices for quantum 
computation and quantum simulation. The fundamen-
tal problem consists in the massive Hilbert space dimen-
sion of this quantum many-body problem. To provide an 
impression, a quantum spin system of N identical spins 
with spin quantum number s amounts to a Hilbert space 
dimension of (2s+1)N. From the numerical point of view 
this leads to matrices that are quadratic in this dimen-
sion. These matrices need to be diagonalized in order to 
determine the quantum mechanical energy eigenval-
ues and thus thermodynamic properties. But nowadays 
computers, even supercomputers, allow only to diag-
onalize matrices of order 100,000x100,000 (or maybe 
somewhat bigger). This corresponds to only about 17 
spins s=1/2. A simulation of the magnetic properties of a 
bigger molecule or an extended solid is thus impossible 
via direct matrix diagonalization.

Therefore, our group [1] employs powerful Krylov space 
methods in order to approximate thermodynamic ob-
servables such as magnetization or specific heat. Our 
experience is that our method of choice – the Finite-Tem-
perature Lanczos Method (FTLM) [2] – delivers quasi 
exact quantum results which enable us to better un-
derstand magneto-chemical correlations in nanoscopic 
quantum magnets [3].

Results and Methods

Besides modeling a large amount of magnetic mole-
cules that could potentially be used for magnetocaloric 
purposes, i.e. for designing new coolants for sub-Kelvin 
cooling, we addressed the problem of calculating the 
magnetic properties of a very large anisotropic molecule, 
Mn12-acetate [4]. This very important (and famous) mol-
ecule, see Figure 1 for a schematic view, had never before 
been modeled in a realistic spin model that contained all 
12 spins. A side result of our investigation was that we 
could for the first time quantify the accuracy of para- 
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meterizations that are derived from Density Functional 
Theory (DFT).

From the physics point of view we achieved two results: 
35 years after its synthesis and 22 years after the first 
measurements of Mn12-acetate the Finite-Temperature 
Lanczos Method puts us in a position to evaluate ther-
modynamic functions of really large magnetic mole-
cules. It thus complements DFT and other calculations of 
spin-Hamiltonian parameters for such big systems in so 
far that one can now use the DFT results in order to un-
derstand thermodynamic observables. DFT alone cannot 
deliver thermodynamic quantities.

In addition, one can now assess the quality of parame-
terizations for bigger spin systems. In the present case it 
turns out that although the range of addressed terms of 

Figure 1: Schematic structure of Mn12-acetate; Mn(IV) ions (1-4) are shown 
as red circles, Mn(III) ions (5-12) as blue ones. An S4 symmetry of the 
molecule is assumed.
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the spin-Hamiltonian is really impressive, the agreement 
with magnetic observables is not yet optimal, see Fig-
ure 2. It turns out that DFT underestimates the strength 
of some antiferromagnetic interactions as well as the 
strength of the anisotropy tensors of the Mn(III) ions. Our 
hope is that such investigations help to systematically 
improve DFT schemes for correlated electron systems 
with anisotropy.

For the evaluation of the magnetic observables we had 
to work in a Hilbert space of dimension 100,000,000. The 
FTLM as many Lanczos procedures works with three vec-
tors of this length. It was modified to use only two vec-
tors. In addition, the Hamiltonian which is a sparse ma-
trix of dimension 100,000,000x100,000,000 was never 
stored. Its non-zero matrix elements were evaluated on 
the fly whenever needed. The huge effort arises from the 
fact that the procedure has to be executed for each mag-
netic field value (magnitude and direction) and a nearby 
field for calculating numerical derivatives. 

We used a combination of MPI and openMP, where open-
MP was employed on each node to run the necessary 
matrix vector multiplications of the method and MPI 
was used to parallelize for the various magnetic fields.

In order to cover all parameter sets as well as the relevant 
temperature and field ranges, we had to use several hun-
dred thousands of CPU hours. The numerical problem is 
so big, that a fit procedure, i.e. deriving the parameters of 
the spin Hamiltonian from experimental data is possible, 
but so far too expensive.

On-going Research / Outlook

The investigation of quantum many-body systems would 
be impossible without HPC support. This statement 
holds in general, and thus also in particular for correlated 
electron systems. The reason lies in the very nature of the 
problem, which is an eigenvalue problem (Schrödinger 
equation) in a large and potentially infinitely dimension-
al Hilbert space with non-trivial eigenfunctions. 

Our progress rests on two developments. On one hand 
we further advanced the Finite-Temperature Lanczos 
Method for anisotropic magnetic systems by sampling 
over pairs of time reversed random vectors instead of 
just random vectors. This improved the convergence for 
small sets of random vectors dramatically – and thus 
saves computing time. On the other hand we further im-
proved our numerical schemes. We reduced the number 
of Lanczos vectors from three to two and restructured 
the program for a combined use of MPI and openMP.

We are convinced that this direction of research will be 
followed in the foreseeable future since quantum many-
body systems are at the heart of many new quantum 
devices such as quantum computers and quantum sim-
ulators. In addition to static properties discussed in this 
paper we expect that time-dependent problems such as 
transport in low-dimensional systems will become pro-
gressively interesting in the near future. This could for in-
stance include fundamental questions of thermal equi-
libration as well as spin transport phenomena currently 
investigated for spintronics applications. We definitely 
plan to continue our investigations and to start new pro-
jects along the outlined ideas.
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Figure 2: Effective magnetic moment of Mn12-acetate at B=0.1 T. Data 
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for details.
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Introduction

The development of optimized and new components for 
special applications requires high performance materi-
als with defined properties. In ternary eutectic alloys, a 
wide range of different microstructures forms and al-
lows to study the broad variety of the underlying phys-
ical processes. During the solidification of these alloys, 
a melt transforms into three solid phases at a defined 
temperature and concentration. The three solid phases 
arrange in various patterns, which strongly influence 
the mechanical properties. Due to the high technical 
importance, directional solidification experiments of 
ternary eutectics are in focus of current research. Espe-
cially the complex interplay of the process parameters 
such as temperature gradient and pulling speed is still 
not completely understood. Directional solidification 
experiments of the ternary eutectic system Al-Ag-Cu 
are even conducted at the international space station 
(ISS) as part of the SETA program to give insight into the 
pattern formation without the influence of convection 
induced by gravity [2]. Already today, high performance 
computing allows to treat such experiments in suffi-
ciently large volume elements. The phase-field method 
has been established in the last two decades to simu-
late these kind of processes. By incorporating thermo-
dynamic databases into the phase-field approach, dif-
ferent alloy systems with specific physical parameters 
and process conditions can be considered. 

Results and Methods

For studying directional solidification of different ternary 
eutectics, a thermodynamic consistent phase-field mod-
el based on the grand potential approach is used [3]. This 
model is implemented in the highly parallel waLBerla 
framework [4]. The solver was optimized on various lev-
els, like parameters, model, numerics, implementation, 
parallelization and explicit vectorization of the kernels. 
The systematic node level performance engineering re-
sults in 25% peak performance on a single SuperMUC 
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node. The solver has proven to scale excellent on all three 
German Tier0/1 supercomputers: SuperMUC, JUQUEEN 
and Hazel Hen [5].

As initial setting, a randomized Voronoi tesselation for 
the nuclei in the melt is set at the bottom of the domain. 
To model an infinite domain, periodic boundary condi-
tions are applied at the four side surfaces of the domain 
and Neumann boundary conditions are used at the top 
[6]. From the nuclei, the three distinct phases evolve dur-

Figure 1: A 800x800x~4000 cell simulation of the directional solidified 
ternary eutectic system Al-Ag-Cu. In green and blue the evolving rods 
are exempted.
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ing the directional solidification in different pat-
terns parallel to the growth front.

Ruggiero and Rutter predicted five differ-
ent idealized patterns from experiments 
and geometrical considerations, in sec-
tions parallel to the solidification front [7]. 
Four of these five patterns are found in the 
high performance simulations [8]. 

By systematically varying the domain size 
in the plane perpendicular to the solidifica-
tion direction, the influence on the pattern 
formation was investigated [9]. The vari-
ation induces a different lamellar spacing 
and hence leads to different undercoolings 
at the solidification front. A Jackson-Hunt 
analysis for a three dimensional hexagonal 
structure was conducted, showing qualitative 
accordance with the analytical predictions. An 
increase of the domain size reveals different 
aligned hexagonal structures which can not 
be observed in smaller domains. The results in-
tend the necessity of large-scale simulations to 
capture pattern formation not effected by the 
domain boundaries. The diversity of microstruc-
tural ordering of the three phases of the ternary 
eutectic system Al-Ag-Cu was investigated in 
[6], using large scale simulations with a domain 
size of 800x800x~4000 cells on 13600 cores for ~16h. A 
good visual accordance with experimental micrographs 
for different process conditions was achieved. In Figure 1,  
a simulated 3D structure of the directional solidified 
ternary eutectic Al-Ag-Cu system is depicted showing 
a typical brick-like pattern as reported in experimental 
images.

A good quantitative comparison between the simula-
tions and experimental micrographs of Al-Ag-Cu with 
principle component analysis based on two-point corre-
lations is demonstrated in [10]. In this work, the necessi-
ty of large-scale simulations to establish large enough 
volume elements for the derivation of statistically mean-
ingful conclusions is shown. Depending on the used pa-
rameter set and the arising patterns, a domain size par-
allel to the solidification front of at least 800x800 cells 
is required.

In an experimental cross-section of Al-Ag-Cu parallel to 
the growth direction, evidence of spiral growth was re-
ported in [11]. Using large-scale simulations based on op-
timized parameters, this kind of spiral growth has been 
detected in computations for the first time [12]. Two spi-
raling rods are highlighted within the three dimensional 
structure in Figure 2. It is shown, that tilted growth in 2D 
as well as spiraling growth in 3D are driven by a defined 
spatial arrangement of the neighboring phases and the 
same physical parameters.

The introduced framework was further used to investi-
gate the solidification behavior and microstructure for-
mation in the high-temperature alloy Ni-AL-Cr. 

Highly optimized code and the computa-
tional power of current supercomputers 
like the SuperMUC, enable to investigate 
the microstructure evolution for various 

multiphysical process parameters and com-
plex multicomponent material systems, an-
alogue to experiments on the ISS.

On-going Research / Outlook

The ongoing research focuses on the influence 
of further process parameters, like the solidifi-

cation velocity, the slope of the imprinted tem-
perature gradient and the concentration of the 
melt for different systems. An implementation 

of the solver to exploit accelerator cards is in de-
velopment.

The aim of forthcoming work is to perform mas-
sive multiscale simulations to explore the cou-
pled dendritic and eutectic growth as it is com-

monly observed in experiments. The evolution of 
primary dendrites with a fine interdendritic eutec-

tic substructure is an inherently multiscale micro-
structure and directly builds on the presented achieve-

ments of the pure eutectic growth. 
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196

Chemistry and Material Sciences

The inverse problem of electronic structure
Research Institution
Martin-Luther University of Halle-Wittenberg
Principal Investigator
Miguel Marques
Researchers
Tiago Cerqueira
Project Partners
–

SuperMUC Project ID: pr84ra

Introduction

Due to continued advances in theory, scientific software, 
and high-performance computers, the calculation of the 
electronic band structure of materials is, by now, a rou-
tine problem. Starting from a given crystal structure we 
can easily obtain, often to a very good approximation, its 
band structure and all the properties derived from it. Un-
fortunately, the inverse problem is much more compli-
cated, and led to one of the most exciting developments 
in condensed matter physics over the past years: mate-
rials design.

This new discipline aims at solving this inverse problem: 
given a certain desired property (or properties), discover 
(design) the material that possesses this property under 
a given set of constrains. These constrains can be relat-
ed to the mechanical or chemical stability of the com-
pounds, their price, their availability, etc. Several groups 
are actively working on this topic, with many projects 
related to energy materials including lithium batteries, 
photovoltaics, etc.

In this context we developed recently a technique based 
on genetic algorithms (GA), that can perform the inverse 
problem in an efficient way. This is done without resort-
ing to databases or to any experimental input besides 
the periodic table of the elements and the laws of quan-
tum mechanics. In a way, our approach fulfills the dream 
of any theoretician to be able to provide predictions with 
as little experimental information as possible (ideally 
none).

The main objective of this project was to prove the feasi-
bility of this approach, by trying to invert the densities of 
states (a key property related to the electronic structure) 
of a few emblematic materials.

Results and Methods

Our approach is composed of three parts (see Fig. 1). 
We start with a list where each entry represents the 
chemical composition of a unit cell. For example, one 
of the entries could be “HHCaSbTe”, which means that 
a unit cell contains two atoms of hydrogen and one of 
Ca, Sb, and Te. This initial list is completely random, and 
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we only have to choose which chemical elements may 
enter our runs, and the maximum number of atoms al-
lowed for each unit cell. Then, for each of the entries 
we perform a global structural prediction calculation [1] 
to obtain its ground-state crystal structure and several 
low-lying meta-stable states. We are currently using the 
minima hopping method [2] (MHM) for this task. These 
structures are then characterized, and its (electronic, 
mechanic, thermodynamic, etc.) properties are evaluat-
ed with density-functional theory [3, 4] (DFT) or related 
approaches. Finally, these values are passed to the (mul-
ti-objective) genetic algorithm (GA) that will determine 
the better-fit parents that will generate the offspring 
for the following generation (list of compositions). The 
cycle is then iterated until some convergence criterion 
is satisfied.

The key ingredient that allows us to perform the inverse 
problem on-the-fly, without the use of any pre-com-
puted database, are state-of-the-art global structural 
prediction methods [1]. The mathematical problem of 
structural prediction is very easy to explain: given a 
certain composition of the system one wants to find 
the lowest energy (or enthalpy, or free-energy) crystal 
structure. There are several techniques used within this 
field, such as genetic algorithms, particle-swarm meth-
ods, random search, minima hopping, etc., that use dif-
ferent strategies to explore the minima of the potential 
energy surface. Beneath this machinery usually lies an 
ab initio DFT code that provides a reliable, efficient, and 
unbiased evaluation of energy and forces. It is true that 
structural prediction is a very computational intensive 
task, but with the recent advances in the algorithms, 
codes, and computers we can now explore the phase di-
agram as a function of pressure, temperature and com-
position for compounds containing up to 20-30 atoms 
in the unit cell.

Fig. 1: Scheme of our unbiased optimization algorithm.
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Our approach is easily paralellizable, and scales extreme-
ly well with the number of computer cores. This is, in fact, 
one of the main advantages of the GA: the fitness func-
tion can be calculated independently for all individuals 
(material compositions) of a certain generation. On the 
other hand, the evaluation of the fitness function for 
a certain material is by far the limiting step of the ap-
proach, and it is limited to 16-24 cores due to scalability 
issues of the underlying DFT code. For around 100 indi-
viduals per generation we can therefore typically use up 
to 1600-2400 computer cores simultaneously.

Ideally, we would like to be able to give a target 
band-structure, and to find the material that possess-
es that band-structure. However, a band-structure is a 
complicated quantity that is defined inside the three-di-
mensional Brillouin zone. As the Brillouin zone depends 
on the unit-cell of the material and on its symmetry, it 
is not immediate to compare the whole band-structures 
of two different systems. Moreover, the band-structure 
usually has much more information than the one neces-
sary to our problem.

We therefore decided to turn to a simpler quantity, 
namely the density of electronic states. This quantity in-
cludes much of the information of the band structure in 
an integrated form. Furthermore, as it is one-dimension-
al it is trivial to define a distance between two densities 
of state (such as the L2 norm, or any similar metric), the 
basic ingredient to calculate the objective function for 
our genetic algorithms. Finally, it is trivial to generalize 
this distance to use the partial density of states.

Results for the evolution of the error when one tries to 
invert the density of states of MgB2 are shown in Fig. 2. 
A typical run, such as the one depicted in the picture, re-
quires about 2 million core-hours in SuperMUC. Storage 
requirements are relatively mild (less then 1 Tb), but a 
large number of files (tens of thousands) are generated 
in each run.

MgB2 is the superconducting material with the high-
est transition temperature among conventional, elec-
tron-phonon driven superconductors at ambient pres-
sure. Every column in the plot is a generation composed 

of 100 different materials. Generation 0 was created with 
100 random materials. As we can see, the evolutionary 
scheme we used quickly optimized the DOS. The target 
material MgB2 was found in generation 9. We emphasize 
that this result is highly non trivial: this is probably the 
first time that a general, practical solution for the inverse 
problem of electronic structure was proven.

Besides this result, we also obtained a series of materials 
with a DOS similar to MgB2, the most notable example 
being BeB2Al (see Fig. 3). The similarities between the 
(partial) DOS of these two materials are indeed striking. 
Moreover, it seems that BeB2Al is, like MgB2, also a super-
conductor with a remarkably high transition tempera-
ture. This can be understood from the similarity between 
the Fermi surfaces of these two materials, that are mir-
rored in the respective DOS.

On-going Research / Outlook

SuperMUC was pivotal for our project, due to the large 
numerical cost involved that can only be provided by a 
large HPC facility. From the technical point of view, the 
largest problem we had to resolve was related to our un-
usual workflow, that involves several steps using multi-
ple codes that had to be adapted to the SuperMUC con-
figuration. Another issue was related to the very large 
number of small files generated (while the SuperMUC 
filesystem is optimized to few, large files) and that re-
quired the consolidation of the output.

After having proved that our method is capable of invert-
ing the density of states of an existing material, the next 
step is to engineer a material with an artificial, human 
created, density of electronic states. This is a challenge 
that could open new ways for the optimization and the 
discovery of new materials with improved technological 
properties.
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Introduction

The mechanism for binding oxygen to metalloporphyrins 
is a vital process for oxygen breathing organisms. Under-
standing how small gas molecules are chemically bound 
to the metal complex is also important in catalysis or the 
implementation of chemical sensors. For investigating 
these binding mechanisms, porphyrin rings with a cen-
tral cobalt or iron atom are supported on copper or silver  
surfaces, leading to non-planar deformation – a saddle 
geometry. In 2011, the collaborative team in ENS Lyon and 
TUM have deciphered, how the poisonous carbon monox-
ide gas attaches to one type of supported metal-porphy-
rin, by means of detailed Scanning Tunneling Microscopy 
experiments complemented by density functional theory 
calculations [1]. Indeed, two CO molecules dock between 
the central metallic atom and the two opposite nitrogen 
atoms of the macrocycle (see figure 1) and this dual liga-
tion had never been observed elsewhere.  
 
The initial idea of the simulation project was to tenta-
tively generalize at the single molecule level an anom-
alous binding mode for CO molecules – called the rider 
mode – onto cobalt porphyrins adsorbed on well-defined 
surfaces. The straightforward generalization was to test 
the binding of other gaseous molecules like NO and O2 
or solid particles like Fe adatoms, to try other metal por-
phyrins like Fe porphyrin and to model other “weaker” 
but planar substrates like epitaxial graphene on Cu and 
graphene on Ir. 
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Figure 2: a) High-resolution STM image revealing a minute off-center 
adsorption of the Fe atoms on the porphyrin lattice. (I = 0.1 nA, Vb = -0.1 
V, 55.4 Å x 55.4 Å). b) Schematic model extracted from the STM data. c) 
Simulated constant-current STM image based on the structure shown 
in d) (Vb = -0.2 V, 32 Å x 25 Å). The given distances are relative to the 
bare Ag substrate and the overall corrugation amounts to 5 Å. d) DFT 
optimized Fe/Co-TPP complex on Ag(111) in a 11x5sqrt(3) cell. The four 
Co-N distances are quoted. Green, black, blue, white, yellow and red 
balls depict respectively Ag, C, N, H, Co and Fe atoms.

Multiple tests have been simulated within the computer 
grant and a few of them have failed like the binding of 
O2 and CO molecules on FeTPP  and the study of FeP on 
graphene on Cu(111). But some adjustments in the pro-
ject have resulted in important findings and we will de-
scribe them in the following.

Figure 1: DFT model of dicarbonyl bonding at saddle-shaped cobalt 
tetraphenyl-porphyrins anchored on well-defined coinage metal 
substrates like Cu and Ag. The Ag(111) surface considered here and the 
phenyl substituents have been removed for clarity.
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Results

Fe adatom – CoTPP (see Ref [2]):
In conjunction with high-resolution STM images ac-
quired after Fe deposition (TUM in Auwärter’s & Barth’s 
groups), an Fe adatom is shown to bind in a bisector po-
sition from two Co-N directions (see figure 2). 4 positions 
are equivalent in the deformed porphyrin macrocycle 
and Fe is switching easily between these four equiva-
lent sites in the macrocycle (fluxional ligand even at low 
temperature). We have estimated the activation energy 
barrier for the two diffusion paths between equivalent 
adsorption sites through Nudged Elastic Band (NEB) 
calculations. In addition DFT shows that the Fe adatom 
keeps part of its magnetism and even induces some 
magnetism in the Co center. This finding fits nicely to 
XMCD measurements (collaboration with MPI, Stutt-
gart) that evidence a ferromagnetic coupling between 
the Co central metal and the Fe ligand atoms. [2]

The theoretical study of the physisorption of FeP 
on graphene and copper supported graphene (lat-
tice-matched, atop-fcc) showed that for both surfaces 
the molecule-substrate interaction is weak. The adsorp-
tion energy of FeP is about 0.8-0.9 eV on freestanding 
graphene, where as it is 0.5 eV on copper supported 
graphene, when dispersion is accounted for the top 
copper layer. Similarly the adsorption distance is re-
spectively 3.3-3.4 Å on pristine graphene and 3.1-3.3 Å on 
graphene-covered metal. 

Because of the weakness of the interaction on copper 
supported graphene the porphine molecule will be too 
mobile to be properly investigated by low temperature 
STM. This is one obstacle to propose this system for an 
STM investigation. Hence we propose to covalently an-
chor Fe porphine to epitaxial graphene via concerted re-
versible cycloadditions. A single cycloadduct was found 
on graphene/Cu but was located at +2 eV above the 
initial porphine reactant. We have then searched for a 
more active metallic substrate and we found that both 
Re and Ir substrate under graphene do activate the cy-
cloaddition process. And on graphene on Ir an exother-
mic cycloadduct has been even identified (see the struc-
ture on Figure 3). These theoretical results published in 
J. Phys. Chem C. (Ref. [3]) serve now as a basis for future 
STM investigations. 

Our DFT calculations have helped to decipher the forma-
tion of a new complex on a Ag(111) surface resolved by 
high resolution STM and XPS measurements. By sequen-
tially depositing, first a ethyne molecule substituted in 
each end by one benzonitrile group, second Co adatoms 
and third by annealing the surface, a new phase forms. 
We have demonstrated that this new complex results 
from the association of three organic molecules around 
the Co atom, two molecules remaining intact and bond-
ed via their ending N atoms and one molecule being 
bent and bonded via its central alkyne unit. This work 
was recently published Angewandte Chemie (Ref. [4]).

Conclusion

In this project we have dealt with very complex mole-
cules (metal porphyrins and organo complex) on either 
metallic surfaces or graphene-covered metallic surfac-
es. In addition to the adsorption of these molecules we 
have studied their reactivity (ligation of Fe adatoms or 
cycloaddition to the substrate). The project was very 
challenging knowing the fact that these entities carry a 
molecular spin. The grant has permitted to envisage nu-
merous ways for the reactivity that could be also probed 
by STM investigation. We are convinced that the cycload-
dition results, yet only DFT findings, will receive a large 
echo in the graphene community aiming at the chemical 
functionalization of graphene.
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From FeP on graphene/Cu(111) to cycloadducts of FeP on 
graphene/Ir(111)

Side project with the STM group at TUM (Klappen-
berger&Barth): a new kind of organo complex on Ag(111)

Figure 3: an exothermic cycloadduct from FeP on graphene/Ir as  
predicted by DFT. Upon cycloaddition, the graphene area is bending 
down to the Ir surface making strong covalent bonds. 

Figure 4: the organo Co complex formed on Ag after annealing as 
predicted by DFT. Shaded areas mark the electron transfer between the 
ligands and the Co adatom.
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Introduction

Metal-organic frameworks (MOFs) have recently attract-
ed a lot of attention for their high porosity due to the 
crystalline structure which shows different topologies 
(cages, channels, …) and chemical versatility that allows 
one to easily modify their surface properties [1]. Their ad-
sorption capacity can then be tailored to enhance their 
performance in the capture, separation and storage of 
small molecules, like CO2 [2] as well as for advanced ap-
plications such as drug delivery [3].

Although, ab initio modeling offers a powerful tool to 
shed some light on the interaction between molecules 
and MOFs, at present, the target has been limited to 
small-to-medium size frameworks. In this project, we 
aimed at making a step forward by investigating the 
adsorptive capacity of the so-called giant MOFs, also 
known as mesoporous MOFs. The most representative 
one is probably MIL-100 [4] (see Figure 1) which is com-
prised of trimeric units of a trivalent metal octahedrally 
connected with 1,3,5-BTC (benzene-1,3,5-tricarboxylic 
acid). MIL-100 has cages of different dimensions from 
micro- (6.5 Å) to mesopores (25-30 Å) and 2788 atoms 
in the primitive cell. It has a surface area of 3340 m2/g, 
which is 3 times larger than the values measured for 
the MCM-41 inorganic mesoporous materials. MIL-100 
is characterized by the presence of a large number (i.e. 
more than 200) of coordinatively unsaturated metal at-
oms that are exposed at the inner surface of the pores. 
Because of the huge size of the unit cell (74 Å), it then 
represents a tremendous challenge for current ab initio 
calculations. 

In the project, the adsorption of CO2 in MIL-100 with dif-
ferent metals (i.e. Al, Sc, Cr, and Fe) has been studied by 
considering the metal atom as the primary adsorption 
site. Nowadays, the removal of carbon dioxide from en-
vironment is very important to reduce its concentration 
in the atmosphere. In this respect, porous materials like 
MOFs have been identified as effective adsorbent to cap-
ture CO2. In particular, MIL-100(Cr) have been shown to 
have one of the highest CO2 adsorption enthalpy. 

5

Results and Methods

The examined system is very large and very challenging 
from the computational point of view. Calculations were 
carried out within a periodic ab initio approach by using 
atom-centered Gaussian-type basis functions and hy-
brid HF/DFT theoretical methods. In particular, the B3LYP 
functional augmented with an empirical correction to 
include dispersion interactions (i.e. +D*) in combination 
triple-zeta quality basis sets (up to 50000 basis func-
tions) were used. All calculations were performed with 
the massive parallel version of the CRYSTAL code [5,6]. On 
average, calculations were run on 1000-2000 cores.

Main results of the project include: (i) the prediction of the 
basic properties (structure, electrostatic potential, spin 
density) of the examined system with four different met-
als, namely: Al, Sc, Cr and Fe; (ii) the study of the interaction 
with CO2 on different adsorption sites and coverages. 

First, we have investigated structural features of the isore-
ticular MIL-100(M) family (M=Al, Sc, Cr and Fe). Although 
the ideal crystal structure of MIL-100 is cubic, a lowering 

Figure 1: Unit cell of MIL-100 (on the left) along with the two secondary 
building units (i.e. organic linker and inorganic cluster): the trimesic acid 
and trimeric unit (on the right).
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of the symmetry from cubic to tetragonal had to be tak-
en into account since a counterion must be included to 
neutralize the positively charged trimeric unit (see Figure 
1). Calculations were still affordable, but more costly than 
expected at the proposal submission stage. According to 
experiment, either fluorine atoms or hydroxyl groups can 
be used as counterions. For simplicity, we decided to mod-
el MIL-100(M) with fluorine. We have then optimized the 
structure of MIL-100 with M=Al, Sc, Cr and Fe. For all sys-
tems, the deviation from a cubic lattice is very small with 
the c/a ratio ranging from 0.9995 for Al to 1.0090 for Cr. 
Computed lattice parameters nicely agree with experi-
mental data, even though for MIL-100(Al) and MIL-100(Sc) 
they refer to MIL-100(M) with OH groups as counterions. 
For MIL-100(Al), the computed average lattice parameter 
(<a>) is 71.52 Å to be compared with 71.69 Å, while, for MIL-
100(Sc), <a>=74.73 Å vs 74.35 Å. 

In MIL-100(Cr) and MIL-100(Fe), the two transition met-
als present unpaired electrons. Different spin state con-
figurations have been investigated for the inorganic 
secondary building unit. For MIL-100(Fe), available exper-
imental data show that iron is in a high spin state and 
there is an antiferromagnetic coupling among the at-
oms. Results for two spin state configurations show that, 
indeed, a ferromagnetic interaction that tends to align 
the spin vectors in a parallel fashion is disfavored with 
respect to a ferrimagnetic solution in which an antiferro-
magnetic interaction is present. For MIL-100(Cr) a similar 
ferrimagnetic solution has been found as the most sta-
ble. Predicted structures for MIL-100(Cr) and MIL-100(Fe) 
are also in very good agreement with experimental data.

Secondly, on the basis of the optimized structures of 
MIL-100(M=Al,Sc,Cr,Fe), the study of the adsorption of 
CO2 has been carried out. By symmetry, nine non-equiv-
alent open metal sites are present in the framework (i.e. 
136 sites in the primitive unit cell). A close inspection of 
the structure shows that they are not exposed at the in-
ner surface of giant cages, rather they are located in the 
channels (Figure 2). Two different adsorption sites have 
been investigated that correspond to two different cov-
erages, namely: a first site that shows the smallest load-
ing (i.e. 6%) of adsorbed molecules in the unit cell (i.e. 8 
molecules) and a second site that permits to adsorb 16 
molecules in the unit cell (loading: 12%). Results show 
that adsorption sites are rather homogeneous while ex-
perimental data suggest some heterogeneity. Computed 
interaction energies are underestimated with respect to 
experimental values but they confirm that the interac-
tion of CO2 decreases along the series: Cr > Sc > Fe > Al 

(Figure 3). Underestimation of the adsorption energies 
could be explained by the presence of defects in the real 
structure of MIL-100.

On-going Research / Outlook

Several open issues remain to be addressed as the use of 
OH groups as counterions instead of fluorine or improv-
ing the quality of computed adsorption energies through 
a multilevel approach that combines periodic and cluster 
calculations with different methods of increasing accu-
racy. Even more interesting, it would be to understand 
the role of defects, as lower coordinated metal sites, on 
the adsorption capacity of MIL-100.

Beyond the fundamental interest to investigate this 
giant MOF in interaction with small molecules as CO2, 
there is a considerable interest in the adsorption of drugs 
for application in drug delivery [3]. This is an even more 
challenging task. By starting with the optimized struc-
ture of MIL-100(Fe), we tried to model the adsorption 
of Busulfan, an antitumoral. Different arrangements of 
the molecule in interaction with the metal sites were ex-
plored to dock it in the pores. Unfortunately, we could not 
obtain conclusive results. It would then be interesting to 
complete such a study in next projects. In addition, the 
water-drug competition would deserve to be explored, 
because the drug must remove water molecules before 
interacting with the metal sites. In this case, tier-0 su-
percomputing resources, as the SuperMUC Next Gener-
ation, would be the only way to tackle such calculations 
at an ab initio level. 
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Figure 2: Electrostatic potential of MIL-100(Al) mapped on top of a 
charge density isosurface (0.003 e). Open metal sites are clearly visible 
as blue (positively charged) spots.

Figure 3: BSSE corrected interaction energies for CO2 in 
interaction with MIL-100(M=Al, Sc, Cr, Fe) (loading: 6%) as 
computed with B3LYP-D* and M06-D//B3LYP-D*. Experimen-
tal data are reported for comparison.
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Introduction

Due to its central role in technologically relevant process-
es such as heterogeneous catalysis, sensing, corrosion or 
epitaxy, the adsorption and dissociation of molecules on 
solid surfaces has been a most active field of research for 
many decades. When breaking things down to elemen-
tary processes on the atomic scale, however, our under-
standing of such phenomena remains rather limited. At 
present this receives even further stimulus from the ba-
sic energy science perspective which adds fundamental 
questions like the conversion of energy forms at interfac-
es to the agenda.

A particular example is the conversion of chemical ener-
gy to heat which arises as a consequence of a molecule’s 
exothermic interaction with the surface and may easily 
amount to several electron volts of energy. Though siza-
ble in view of potential microscopic dissipation channels, 
the prevalent picture in models of chemical kinetics is 
that this energy is quasi-instanteneously thermalized, 
ultimately into substrate lattice vibrations, i.e. phonons. 
Quite on the contrary, for a prototypical model reaction 
like the dissociative adsorption of oxygen molecules 
scanning-tunneling microscopy has suggested the for-
mation of so-called “hot” adatoms on several metal 
surfaces. The latter refers to dissociation products char-
acterized by a non-thermal transient mobility and thus 
strongly alludes to delayed heat dissipation of the initial-
ly released chemical energy.

As the experimental quest to generate molecular movies 
of such reactions is still ongoing, theory has been chal-
lenged to elucidate a full picture of the equilibration dy-
namics through predictive-quality simulations based on  
computationally demanding quantum-mechanical (QM) 
treatments: Here, the breaking and making of chemical 
bonds dictates high-level theoretical approaches such as 
Density Functional Theory (DFT) to accurately describe 
the adsorbate-surface chemical interaction. This al-
ready poses a considerable computational challenge for 
evaluating kinetic quantities from molecular  dynamics 
(MD) simulations that require sufficient statistical aver-

5

aging. Nevertheless, continuous increases in computer 
power and the development of efficient algorithms for 
electronic structure calculations are nowadays render-
ing such treatments increasingly accessible for periodic 
simulation cells containing already several tens of met-
al (Me) atoms. Complimenting this with a quantitative 
first-principles account of substrate phonons,  however, 
remains an elusive hallmark and has been cited as one 
of the major conceptual problems in contemporary 
gas-surface dynamical modeling.

Given this situation, in the present project [1] we employ 
a novel embedding scheme for metallic substrates (QM/
Me [2]) that allows for energy to be dissipated out of a 
DFT-described reaction zone and into a computational-
ly undemanding extended bath. The latter accounts for 
long-range phonon propagation which is reliably provided 
by a classical interatomic potential (CIP), thus coupling the 
localized QM-described chemical interaction with heat 
dissipation at the larger-scale. We apply QM/Me through 
large-scale MD simulations to investigate the equilibra-
tion of prominent catalytic processes, comparing to ex-
perimental studies and providing trend understanding 
into the influence of surface symmetry. Additionally, we 
advance QM/Me to include the concurrent treatment of 
multiple reaction zones centered around individual ada-
toms and dynamically following their motion. Standing 

Figure 1: Schematic illustration of the QM/Me embedding scheme: En-
ergy is dissipated out of a quantum-mechanically (QM) described “hot” 
reaction zone and into the extended heat bath of the metal (Me) sub-
strate which is efficiently modeled by a classical interatomic potential.
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at the forefront of multi-scale materials’ modeling, we 
thereby provide a new first-principles perspective into the 
intriguing propositions brought forth by such “hot chem-
istry”, ultimately extending into fundamentals of heat 
management and sustainability at the larger scale.

Results and Methods

Classical MD simulations were performed according to 
the employed embedding scheme by interfacing calcu-
lations performed independently on the QM and clas-
sical levels of theory. Complicating the problem further, 
the novel QM/Me approach separates the chemical and 
elastic contributions in the QM interaction potential and 
thus dictates the computation of forces to be performed 
twice for each time-step (~1fs) within the considered em-
bedded region(s): once with and once without the pres-
ence of the adsorbate. Relying on a generalized gradient 
approximation (GGA) of DFT, these calculations were 
performed within an all-electron basis set and dominat-
ed in terms of computational demand: Typical jobs of the 
“general” class were parallelized over 1,536 cores to prop-
agate the system over ca. 50 fs. Overall, long trajectories 
of several ps were evaluated for different sets of initial 
conditions and for each of the investigated systems, thus 
consuming the larger fraction of the total ca. 20 mio 
CPUhs used (incl. extensive testing of the implementa-
tion). A many-body CIP was employed to (serially) eval-
uate an extended heat bath of 125,000 Me atoms which 
led to the generation of large output files (of ca. 100MB 
per 50fs) to contain all necessary phase-space trajectory 
information. The employed QM (Fortran) and CIP (C++) 
codes are listed in Ref. [3] and were dynamically coupled 
through an efficient in-house Python interface.

In the application to O2 dissociation over Pd(100) we first 
establish the relevance of phononic dissipation through 
dynamical simulations that rely on QM forces (only) 
within a rigid slab model and augmented with various 
effective accounts of surface mobility [4]. Focusing in a 
second step on the microscopic details of equilibration, 
QM/Me predicts “hot” adatoms traveling ballistically over 
several lattice constants as a consequence of non-imme-
diate energy transfer to the underlying substrate. The 
interfacial conversion of energy and its dissipation to the 
bulk occurs within a few picoseconds after the initial O2 
bond dissociation, thus indicating that thermalization is 
not instantaneous on the time-scale of the elementary 
process itself (cf. Fig.2) and clearly influences the actual 

adsorbate dynamics. The ensuing transient mobility thus 
intricately couples the elementary reaction steps of dis-
sociation and diffusion; a notion hitherto not considered 
in prevalent kinetic models in catalysis.

Despite being similarly exothermic, a much shorter 
transient mobility has been measured experimentally 
for the O2/Pd(111) reaction. We explain the small net dis-
placement here by revealing randomized trajectories of 
hyperthermal hops between neighboring adsorption 
sites due to scattering from the strongly corrugated QM 
potential, thereby invalidating the simplistic physical 
picture implying a minimal transient mobility for small 
adatom separations. In both the Pd(100) and Pd(111) sys-
tems, however, a quantitative analysis of the underlying 
phonon excitations identifies certain groups of localized 
surface modes as the dominant dissipation channels 
which questions prevalent assumptions about energy 
sinks made in commonly used model Hamiltonians.

Outlook

High-end HPC resources enabled the formidable task of 
obtaining the required QM forces at each time-step of 
our MD simulations. Relying on the efficient parallel per-
formance of the ELPA eigenvalue solver and SuperMUC’s 
limited communication overhead (optimized in Phase 
2), we fully benefited from scaling speed-up through 
massive parallelization over several hundreds of CPUs. 
Overall, the newly established methodological tools now 
finally set the foreground for a detailed atomistic under-
standing of the influence of surface temperature on the 
underlying phonon dynamics through extensive statisti-
cal sampling; an, overall, ideal follow-up project for “Su-
perMUC Next Generation”.
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Figure 2: Left: Snapshots along a dynamical 
trajectory depicting the motion of “hot” 
oxygen adatoms on a Pd(100) surface 
(color-coded to kinetic energy). Right: Profiles 
of kinetic energy as a function of time. Note 
that already within 1 picosecond after the 
initial O2 bond dissociation, phonons have 
propagated the larger fraction of the initially 
released chemical energy outside the QM-de-
scribed reaction zone and into the extended 
substrate bath.
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Introduction

For model catalyst studies on low-index single-crystal 
surfaces close agreement between detailed measure-
ments and quantitative microkinetic modeling can 
increasingly be achieved. However, for ‘real’ catalyst 
particles, such structure–morphology–activity relation-
ships are only scarcely established. This is prototypical-
ly reflected by the situation for RuO2, as a most active 
catalyst for CO oxidation. Here, existing first-principles 
kinetic modeling is restricted to just one facet, namely 
the RuO2(110) surface, which is not able to fully account 
for activity data obtained from polycrystalline RuO2 
powder catalysts. The overarching objective of this pro-
ject was correspondingly to close this gap and demon-
strate that similarly close agreement as for individual 
single-crystal model catalysts can also be achieved for 
catalyst particles. Specifically, we addressed experi-
ments where an intact RuO2 bulk structure is conserved, 
and establish the atomic-scale structure and reactivi-
ty of other RuO2 low-index facets under the gas-phase 
conditions characteristic for catalytic CO oxidation.

Results and Methods

As a starting point we employed ab initio Wulff con-
struction to obtain a first thermodynamic estimate of 
the crystal habit at different feed conditions. Overall, 
the simulation results fit the existing experimental 
data quite well, whereby remaining deviations can be 
ascribed to complex surface reconstructions not con-
sidered in this first approach. We therefore extended 
the project specifically to obtain a detailed structural 
model of the c(2x2)-RuO2(100) reconstruction using a 
basin hopping approach. Simultaneously, we estab-
lished first-principles kinetic Monte Carlo (1p-kMC) 
models to address kinetic effects on those facets identi-
fied by our Wulff construction study as dominating the 
habit at oxidizing conditions, i.e., RuO2(111) facets. Here 
we provide further details on the three strands of activ-
ity pursued in the project:

5

Ab Initio Wulff Construction for RuO2 Nanoparticles  
under Oxidising Conditions [1]:
We pursued a DFT-based ab initio thermodynamic ap-
proach to obtain the surface structure and composition 
of single-crystal low-index RuO2 surfaces in contact with 
O2. Combining the corresponding surface free energies 
within a Wulff construction then yielded particle shapes 
with explicit dependence on temperature and reactant 
partial pressures (shown in Figure 1). 

The obtained particle shapes are consistent with the two 
powder catalyst studies for the shape of the cross sec-
tions. However, the experimental shapes are much more 
columnar. For the Rosenthal crystals, we attribute this dif-
ference to the previously reported restructuring of (110) 
facets into c(2x2)-(100) microfacets, which is not included 
in our model. In the Narkhede experiments, the more likely 
explanation is that the experimental crystals are dominat-
ed by kinetic limitations of the growth process.

This part of the project was published in ChemCatChem 
[2]. All DFT calculations in this work were performed with 
the CASTEP package, which is fully parallelized based on 
the MPI standard. The CPU-cost for a single-point DFT 

Figure 1. Minimized surface free energies for the five low-index RuO2 
surfaces and the corresponding particle shapes obtained from the con-
strained Wulff construction, in which the colours of the different facets 
match those of the corresponding surface free energy lines.
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calculation at a production-level 9-layer (1x1) RuO2(111) 
slab (250 electrons) in optimum SuperMUC operation 
mode amounted to ~21 CPUh. Including preliminary 
tests on the number of layers, cut-off energy, k-points, 
etc, we used about 12% of our available CPU-time (~0.2M 
CPU hours) for this part of the project. 

Surface Structure Determination of c(2x2)-RuO2(100) 
through First-principles Global Geometry Optimization:
We performed DFT-based global geometry optimization 
using a basin hopping approach to address the detailed 
structural model of c(2x2)-RuO2(100). So far, the ongoing 
global geometry optimization has already found three 
structures, which exhibit a lower surface free energy 
than unreconstructed RuO2(100) in some range of O 
chemical potential (see Figure 2). These candidates are 
all oxygen-rich terminations, but with different Ru and 
O ratios. Common to these three candidates is a trend to 
form RuO4 on top of all the surfaces, which is consistent 
with the well-known tendency of RuO2 to form volatile 
RuO4 upon oxidation. However, the surface free energies 
of the three candidates found are still not low enough 
to induce microfacetting on RuO2(110) according to the 
facet formation conditions indicated by Jacob et al. 

For the search we have performed so far, we used up 
to 38% of our total CPU time (~0.8M CPU hours). Con-
sidering the huge consumption of computational re-
sources, rather than continuing this project using the 
current global geometry optimization method, we de-
cided to improve this methodology by applying more 
chemically intuitive displacements so as to improve 
the efficiency.

First-Principles Kinetic Monte Carlo Simulations of CO Oxi-
dation on RuO2(111) [2]:
In this part of the work we focus on RuO2(111) facets and 
compare extensively to the established 1p-kMC model 
for CO oxidation at the hitherto primarily investigated 
RuO2(110) facet. Figure 3 displays the 1p-kMC calculated 
steady-state average surface coverages and CO oxidation 
TOFs over a range of reaction partial pressures around 
ambient conditions. At the lowest pCO shown (~10-5) 
the catalytic activity starts to die out. At increasing CO 
pressures catalytic activity sets in. The higher CO im-
pingement increases the probability for ER reactions and 
enables LH reactions due to the increased stabilization of 
CO at the surface.

We identified qualitative differences in the site arrange-
ment, interplay of elementary processes and even the 
underlying individual elementary processes, demon-
strating that CO oxidation at RuO2(111) and RuO2(110) 
facets is a structure sensitive reaction par excellence. 
Since nevertheless the calculated TOFs of both facets 
are almost identical, our study showed that the tradi-
tional classification of a reaction as structure insensitive 
based merely on the macroscopically observed catalytic 
function (typically explored only over a small set of feed 
conditions) can be a dangerous concept that does not 
adequately capture the underlying micro- to mesoscopic 
complexities. 

This part of the work has been published in the Journal 
of Chemical Physics [3]. The main inputs are transition 
rates, which depend on energy barriers between states. A 
typical CI-NEB run to determine one transition state and 
therewith kinetic barrier required ~21 kCPUh, i.e. around 
1000 single-point calculations to obtain a converged 
minimum energy path (forces < 0.05 eV/Å). For larg-
er (1x2) surface unit-cells to extract lateral interactions 
(environment-dependent barriers) this cost increased to 
~50 kCPUh. Combined with all the geometry optimiza-
tion, we used about 50% percent of our CPU time (1M 
CPU hours) for this project.

Outlook

Under the SuperMUC grant our project has already es-
tablished important insight into the CO oxidation at RuO2 
particles, in particular into the crystal habit during the 
induction period, the catalytic mechanism of CO oxida-
tion on the apical facet (111), and possible avenues to the 
deactivation mechanism. The above success motivates 
further studies on the explicit structure of the RuO2(100)-
c(2x2) reconstruction and the activity of RuO2(111) at low-
er temperatures, for which an improved estimate for the 
prefactor for Eley-Rideal type of reactions is required. As 
to the long-term steady-state activity, the obtained differ-
ent composition and activity patterns of the RuO2(110) and 
RuO2(111) facets hint at interesting mass transport effects 
over the facet edges of RuO2 nanoparticles. Such studies 
would then establish a comprehensive approach to CO ox-
idation at RuO2 nanoparticles, significantly advancing the 
state-of-the-art in the field. 
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a range of CO and oxygen partial pressures at 600 K. 
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Introduction

The thermoelectric (TE) effect, discovered by Seebeck in 
the early 1800s, enables the conversion of thermal ener-
gy into electric power. In principle it would be a valuable 
renewable energy source, which would allow one to re-
cover waste heat, e.g. from engines or chemical process-
es, or to use a broader range of the solar spectrum, thus 
complementing photovoltaics. An example of a typical 
TE device is shown in Figure 1. 

While the TE effect occurs in a broad range of materials, 
the efficiency of TE conversion is usually low, with effi-
ciency of few percent, thus relegating thermoelectric 
devices to niche applications. Furthermore, even if rel-
atively low conversion efficiency may be tolerable, the 
best performing TE materials below 450 K known so far 
are semiconducting nano-structured transition metal 
chalcogenide alloys, such as lead and bismuth telluride, 
which contain rare and toxic elements. 

To extend the use of thermoelectric technology beyond 
niche applications, it is therefore necessary to develop 
new Earth abundant and environmentally friendly ther-
moelectric materials. In this project we investigate the 
optimal structure of ultra-thin silicon membranes and 
nano-structured manganese-doped germanium as viable 
TE materials. 

The efficiency of TE materials is determined by their di-
mensionless figure of merit ZT=ςS2 T/κ, where T is the 
operating temperature, ς is the electric conductivity, S 
the Seebeck coefficient and κ the thermal conductivity. 
Current bismuth telluride TE devices operating at room 
temperature with ZT<1. Optimal ZT is obtained for doped 
semiconductors with high electrical conductivity – as in 
crystals - and low thermal conductivity – as in glasses, 
hence the paradigm of electron crystal phonon glass[2].
Since bulk crystalline silicon and germanium have large 
thermal conductivity, a strategy for TE optimization is to 
engineer them in such a way to block thermal transport 
without hindering electron conduction. The heat car-

5

riers in semiconductors are mostly phonons, which are 
quantized vibrations in periodic systems. Since the wave-
length of heat-carrying phonons is typically of the order 
of tens of nanometers, TE optimization proceeds through 
nanoscale phonon engineering. 

Results and Methods

Atomistic modeling is a powerful tool for nanoscale ma-
terials design. In this project we have employed a variety 
of complementary numerical methods to predict and op-
timize electron and phonon transport in ultrathin silicon 
membranes and nanostructured Mn-doped germanium. 
To compute heat transport we have employed molecular 
dynamics and lattice dynamics, whereas electronic prop-
erties were computed either at the level of density func-
tional theory or by accurate semi-empirical methods. 

Former experiments showed that the thermal conduc-
tivity of silicon membranes is largely reduced, compared 
to bulk, especially when the thickness of the membranes 
is of the order of few tens of nanometers or less. Molec-
ular dynamics simulation of thermal transport in silicon 
membranes showed that such significant reduction of 
thermal conductivity is due to the presence of a native 
oxide layer that grows spontaneously at the surfaces 
when they are exposed to air. The reduction of thermal 
conductivity is proportional to the surface to volume ra-
tio: the thermal conductivity of a 7 nm thick membrane 
can be 40 times lower than that of bulk silicon [4]. 

Figure 1: Scheme of a thermoelectric device in which p- and n-doped legs 
are connected electrically in series and thermally in parallel from [3].
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Electronic transport calculations, performed using densi-
ty functional theory and using the results as input of the 
Boltzmann transport equation, confirm that doped ul-
tra-thin silicon membranes, with thickness in the range 
between 4 and 12 nm, retain a good electrical conductiv-
ity and may even exhibit a slightly improved Seebeck co-
efficient, due to electron confinement effects. 

The resulting thermoelectric figure of merit (Figure 2) 
peaks at about 0.2, which is a factor 40 higher than that 
of bulk silicon, for membranes 6.4 nm thick. 

Electron transport calculations of membranes in 
open-system device-like configuration, performed using 
the non-equilibrium Green’s functions (NEGF) approach, 
confirm similar values of ZT.

Lattice dynamics calculations of silicon membranes in 
device-like configurations (Figure 3) suggest that phon-
on scattering due to mass disorder in the membranes 
further reduces thermal transport thus improving the 
TE figure of merit. Mass disorder may be induced by ei-
ther p or n doping or alloying, e.g. with germanium. A 
detailed analysis of the phonon transmission function, 

made possible by using the elastic scattering kernel 
method (ESKM) [5], shows that low frequency vibrations 
are mostly affected by the presence of surface features, 
such as native oxide and roughness, whereas mid-range 
frequency phonons are efficiently scattered by substitu-
tional impurities with different mass. A further reduction 
of thermal conductivity, up to a factor 4 with respect to 
the previously reported data, can be achieved by intro-
ducing a 5% of germanium or arsenic, with the possibili-
ty of reaching ZT~1.

Applying the above mentioned atomistic techniques to 
realistic materials means that one needs to simulate 
system containing from hundreds to hundreds of thou-
sands atoms, at the limit of the possibility of supercom-
puters. To obtain the results briefly reported above we 
exploited the efficient parallel architecture of SuperMUC. 
Large scale DFT calculations typically required the use of 
512 cores per run. Pools of 1024 CPUs were used both for 
NEGF and ESKM calculations. In total these calculations 
took about 8 million CPU-hours. 

On-going Research / Outlook

Given the chemical complexity of Mn-Ge systems, which 
exhibit a large variety of phases and stoichiometry, the 
study of nanostructured Mn-doped Ge for thermoelec-
tric applications, required the fitting of a neural-network 
potential on density functional theory data. A neural 
network (NN) is a learning algorithm that establishes a 
mathematical relation between an input data set and an 
output data set. These two data sets are the configura-
tions of compounds (input) – in our case the binary alloys 
of Mn-Ge plus bulk Ge – and their corresponding ener-
gies and forces (output) respectively. The more extensive 
the data base, the more transferable the resulting NN 
potential. About 11,000 structures (see Table 1 for details) 
were calculated to fit an accurate and transferable NN 
potential.

Table 1: Construction of the training set for the neural network potential 

Structure Type # of entries
Ge Bulk crystalline 2522
MnGe Bulk crystalline 1937
Mn5Ge3 Bulk crystalline 2396
Ge/Mn5Ge3 Superlattice 4794

Accuracy and transferability of the NN potential were 
verified on the structural and vibrational properties of 
Ge, crystalline MnxGey and Ge/Mn5Ge3 heterostructures. 
Future work will consist of a full vibrational and ther-
mal characterization of crystalline Ge containing Mn5Ge3 
quantum dots.
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Figure 2: Thermoelectric figure of merit of ultra-thin silicon membranes 
of different thickness (3.9, 6.4 and 11.9 nm) as a function of the concen-
tration of carriers (electrons) considering enhanced mobilities due to 
confinement (solid line) and bulk mobilities (dashed lines).

Figure 3: Models of membranes used for open-system device calcu-
lations: a 5 nm thick silicon membrane with amorphous native oxide 
at the surface (top), and a fully crystalline silicon membrane with 3% 
of substitutional defects (bottom panel). Only part of the systems is 
shown, next to the left lead (grey). 
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Introduction

Within this project the goal is to study and develop novel 
approaches to boost the perfomance of thin film solar 
cells. For this, 3D optical simulation of the photovoltaic 
devices is performed by discretizing Maxwell’s equations.
A sophisticated light management is important to con-
struct thin-film solar cells with optimal efficiency. The 
light management is based on suitable nano structures 
of the different layers and materials with optimized 
optical properties. The design, development and test 
of new solar cell prototypes with respect to an optimal 
light management are a time consuming processes. For 
this reason, suitable models and simulation techniques 
are required for the analysis of optical properties within 
thin-film solar cells.

Method

A rigorous analysis by a discretization method for Max-
well’s equations is needed, in order to predict optical 
properties of thin film solar cells. Rigorous EMF simula-
tion methods are more accurate because they include 
physical effects like wave interference, reflection, scatter-
ing as well as plasmonic effects. Suitable discretization 
methods are the finite integration technique (FIT) and 
the finite difference time domain method (FDTD). These 
simulation techniques are computationally intensive be-
cause the random textures at the interface of composite 
layers are difficult to simulate.

We have developed a simulation tool, based on finite 
integration technique FIT, for calculating external quan-
tum efficiency and short circuit current density of thin 
film solar cells. We use FIT, because it can accurately 
model curvilinear interfaces and is less computationally 
intensive compared to FEM. The program is parallelized 
using MPI and OpenMP and can be used on supercom-
puters with several thousand processors.

5

Simulation Results

Flexible Silicon Tandem Solar Cells
The Silicon based Thin Film Flexible Solar cells project (Si-
SOFlex) was envisioned to use the advantages of thin film 
solar cells and work on different weak aspects of the solar 
cell to achieve a stable and working solar cell with >11% 
stable efficiency. To achieve this goal simulation, modeling 
and optimization of different ideas and concepts plays an 
integrated role along with experiments before going to 
production. Figure [1] shows the crossection of such a so-
lar cell. The roughness of the surfaces and the integration 
of scattering particles results in an optimized harvesting 
of the incident light. Optimization of those structures re-
quires many simulations but allows for an accurate pre-
diction of the performance of the resulting solar cells. 
More detailed results can be found in Ref. [2].

Figure 1: Cross-section of an exemplary simulation setup of a tandem 
thin-film solar cell. The amorphous (a-Si:H) and mi-crocrystalline silicon 
(μc-Si:H) layers have textured surfaces to increase the light trapping 
ability of the cell. SiO 2 nanoparticles are incorporated to further increase 
light scattering at the bottom electrode (Ag).
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Wavelength Selective Dielectric Mirrors
Organic photovoltaics in combination with dielectric 
mirrors (DM) are a potential candidate for building inte-
grated solar cells as they promise high efficiencies in par-
allel to the possibility to adjust the color and the trans-
parency of the whole device. Wavelength selective filters 
which are also known as 1D photonic crystals, Bragg 
mirrors or DM are based on constructive or destructive 
interference in thin layers. For this purpose, a high refrac-
tive index (HRI) and a low refractive index (LRI) material 
have to be arranged alternatingly. Comparison to exper-
imental measurements have shown that a good agree-
ment can be reached with our simulation code. Figure [2] 
shows a simulation setup of a DM with five alternating 
HRI/LRI layers. The characteristic transmission spectrum 
of a DM depends not only on the used materials but also 
on the surface roughness between the HRI and LRI layers. 
This makes 3D optical simulations necessary.

Plasmonic Absorption Enhancement
The excitation of localized surface plasmons on metallic 
nano particles results in an enhancement of the electro-
magnetic field in the direct vicinity of the particles. The 
origin of this effect is the oscillation of the electron cloud 
in the metallic particles caused by the electric field of the 
incident light. The resulting field enhancement is perpen-
dicular to the polarization of the incident electric field, see 

Figure [3]. Experimentally, it is extremely difficult to meas-
ure the near field absorption enhancement of such nano 
particles. Hence we are carrying out simulations to study 
the impact of several particle types and arangements in-
corporated into thin film organic photovoltaic devices.

Performance Optimization

In order to optimize the parallel efficiency of the used 
simulation tool we recently carried out a KONWIHR pro-
ject at the RRZE, FAU Erlangen-Nürnberg. Within this 
project we were able to reduce the time spent on data 
exchange between processes by an improved mapping 
of the processes to the simulation grid and by more so-
phisticated overlapping/asynchronous data exchange 
algorithms. The benchmarks, see Figure [4] and [5], show 
that we were able to improve the parallel efficiency of 
the simulation code from ~70% up to >90% for more 
than 100 compute nodes.

On-going Research / Outlook

The projects presented above are ongoing and more de-
tailed simulations will be performed. Since this will re-
quire more computational resources we are planning a 
further code optimization project with KONWIHR to en-
hance the single core performance of our code.
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Figure 5: Comparison of the (time to solution) improvement with the 
methods implemented during the KONWIHR project.

Figure 2: Setup of a dielectric (Bragg) mirror with five alternating high/
low refractive index stacks. See Ref. [3]

Figure 3: Visualization of the enhancedelectric field around a metallic 
nanoparticle dueto the excitation of localized surface plasmons.

Figure 4: Comparison of the parallelefficiency with the methods imple-
mentedduring the KONWIHR project.
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Introduction

Silicon based Thin Film Flexible Solar cells project (Si-
SOFlex) was envisioned to use the advantages of thin 
film solar cells and work on different weak aspects of 
the solar cell to achieve a stable and working solar cell 
with > 11% stable efficiency. To achieve this goal simula-
tion, modeling and optimization of different ideas and 
concepts plays an integrated role along with experiment 
before going to production. The process of combining ex-
periment with simulation first saves time and resource 
and second provides information about the behavior of 
the solar cell that are difficult to measure experimentally. 
Overall, factors that affect the performance of thin film 
solar cells including but not limited to the materials used 
at each layer, processes used for the manufacturing, se-
quence of the layers, deposition order of the layers in the 
solar cell are investigated in detail.

Results and Methods

To enhance the efficiency of solar cells, the light coming 
in has to be trapped inside the solar cell. As a light trap-
ping mechanism, the most efficient technique for thin 
film solar cells is textured interface between the layers. 
The solver takes surface data like the one shown Figure 
2.1a, as an input to define the interface roughness be-
tween layers as shown on Figure 1.1b. The surface data 
can be artificially generated or experimentally measured 
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using Atomic Force Microscopy (AFM). Simulation of 
AFM scan requires a relatively large simulation domain 
to accurately simulate the effect of the statistical data 
on the AFM scan. The other way is to simulate a number 
of smaller simulations that covers the AFM scan data ad-
equately. Both ways need substantial computational re-
source in terms of memory and time. To satisfy the mem-
ory and time demand, the simulations are performed on 
HPC at LRZ. Some of the simulations performed are dis-
cussed below.

Thick front TCO
The idea behind thick front Transparent Conductive Ox-
ide (TCO) is to make the front thickness thick enough to 
introduce roughness in addition to the roughness gen-
erated as a result of the back contact roughness. To this 

(a)                                            (b)
Figure 1.1: (a) AFM scan integration (b) measured interface data using 
AFM scan method

Figure 1: Thick Front Contact
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end, the thickness of the front TCO layer is simulated 
with thickness in the range of 400 - 800nm. This allows 
more rough interface at the front contact. 

Materials like Indium Tin Oxide (ITO) and Aluminum 
doped Zinc Oxide (ZnO:Al) were used as a front contact 
as shown on Figure 2.1. The result shown on Figure 1.2 and 
Table 3.1 indicates that the improvement resulted using 
this technique is not significantly better as a result of the 
high absorption in the thick TCO layer.

Intermediate Reflector
A closer look at simulation results in the previous sections 
shows that the top aSi sub-cell limits the performance of 
the solar cell. To improve the absorption at the top aSi lay-
er, intermediate reflector placed between the top aSi sub-
cell and the bottom mcSi sub-cell is simulated. The idea is 
discussed in [1] although in the first case the solar cell is 
superstrate configuration. The intermediate reflector will 
reflect the light back to the aSi sub-cell thereby increasing 
the probability the light will be absorbed in

Table 1. Intermediate Reflector setup

The result for given on Table 3.4 and Figure 3.4 shows 
that the intermediate reflector results the desired out-
come by increasing the absorption of the top aSi layer. 
There is also a slight decline on the performance of the 
mcSi sub cell. In general with intermediate reflector, it is 
shown that it is possible to achieve a solar cell with ef-
ficiency of 11%. Overall the use of intermediate reflector 
shows a promising result but Figure 3 shows that reflec-
tion from the solar cell increases with introduction of the 
intermediate reflector in the longer wavelength region. 
This is the reason behind the decline in the absorption of 
the bottom mcSi sub cell. 

As a result further optimization is needed to find out 
better material that acts as a reflector for the top aSi 
sub-cell while at the same time it is transparent for the 
bottom mcSi sub cell.

Optimized Solar cell
After the optimizations discussed in the previous sec-
tions are done, complete solar cells where simulated 
with  optimized parameters. The comparison is given 
on Table 2.2. The result shows that ITO as a front contact 

gives better result. Optimizations of the interface rough-
ness + active layer thickness generally improves the solar 
cell but the more rougher the back contact roughness, 
shunting problem occurs. In addition, the roughness at 
the back contact greatly affects the quality of the layer 
being deposited [1]. As a result, the most viable solution 
to increase the performance of the solar cell is to use ITO 
as a front contact.

Conclusion

All the milestones set at the beginning of the project 
were successfully met. Various ideas originated from dif-
ferent partners of the project were simulated, multiple 
experiments were verified by simulation, the simulations
provide insight on things that are difficult to see by ex-
periment, case in point - parasitic absorptions in different 
layers. The optical simulation of University of Erlangen 
was successfully coupled with the electrical simulation 
from Next Energy.
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Introduction

Transition metal oxide (TMO) interfaces host a remarka-
bly rich electronic behavior distinct from the one of the 
bulk compounds, which opens perspectives for new elec-
tronics and spintronics devices as well as for energy con-
version applications. In pr87ro large-scale material-spe-
cific density functional theory (DFT) calculations (Wien2k 
[1] and VASP code [2]) are carried out to achieve a funda-
mental understanding of the phenomena emerging at 
complex oxide surfaces and interfaces.

Results and Methods

The interface between the band insulators LaAlO3 (LAO) 
and SrTiO3 (STO) comprises one of the most intensively 
studied systems, due to the variety of functional prop-
erties that arise such as a two-dimensional conductivity, 
superconductivity and signatures of magnetism. One in-
triguing feature is the transition between insulating and 
conducting behavior in thin LAO films on STO(001) at a 
critical thickness of 4 ML (monolayers) LAO [3]. DFT cal-
culations show that the thickness-dependent insulator 
to metal transition is a result of the interplay of an inter-
nal electric field that develops within the polar LAO film 

5

(see layer-resolved DOS of 1LAO/STO(001) in Fig. 1a) and a 
counteracting lattice polarization [4]. 
 
A recent combined experimental and theoretical study 
demonstrated that the critical thickness can be sup-
pressed by a Co overlayer. The DFT calculations indicate 
that the metallic Co overlayer modifies the electrostatic 
boundary conditions and induces a charge transfer to-
wards the Ti 3d bands. (Fig. 1) [5].

The electronic reconstruction at oxide interfaces is not 
restricted to the much studied perovskite structure. Re-
cently, we have explored the origin of magnetism at the 
interface of two antiferromagnets CoO (rocksalt struc-

Figure 1: Layered density of states of 1 ML LaAlO3/SrTiO3 (001) (a) with-
out and (b) with a Co layer on top [5].

Figure 2: Electronic reconstruction at a polar CoO/Co3O4 interface. While 
octahedral Co3+ in Co3O4 bulk is in low spin (LS) state, the spin density 
from the DFT+U calculation indicates a change in the oxidation state of 
octahedral Co at the interface to Co2+ in LS state [6].



213

Tuning the electronic reconstruction at oxide surfaces and interfaces 

ture) and Co3O4 (spinel). The DFT+U calculations show 
that to compensate the polar discontinuity at the CoO/
Co3O4(111) interface, octahedral Co3+ (d6, 0μB) within the 
interfacial Co3O4 layer is partially reduced to Co2+. More-
over, the latter is in the LS state (0.4-0.8μB) [6], in contrast 
to the high spin Co2+ (2.6 μB) in CoO. The DFT+U calcula-
tions indicate that these defect moments are likely the 
origin of a stable above-room temperature ferrimag-
netism at this interface [6].

On-going Research / Outlook

Due to their high thermal and chemical stability, non-
toxicity as well as broad tunability of properties, TMO are 
gaining importance also in the field of energy conversion, 
e.g. in the light-assisted splitting of water into hydrogen 
and oxygen. Thereby, the oxygen evolution reaction (OER) 
at the anode comprises the transfer of four holes to obtain 
O2 and poses high requirements on the anode material in-
cluding good visible light adsorption, conduction and va-
lence band edges straddling the reduction and oxidation 
potentials of water, rapid charge transfer and suppression 

of carrier recombination. Hardly any current material ful-
fills all requirements. Within pr87ro we are currently in-
vestigating the optimization of anode materials such as 
hematite by doping as a promising route. Fig. 3 shows the 
influence of doping on the bulk band structure of α-Fe2O3: 
the band gap of the pure material of 2.2 eV is reduced to 
1.86 eV by Ti substitution. Additionally, a localized level is 
formed in the band gap, due to the formation of Fe2+ to 
compensate for the Ti4+ incorporation.
 
In the framework developed by Nørskov, Rossmeissl and 
coworkers [e.g. [7] and Refs. therein] water oxidation is 
subdivided into four reaction steps comprising four re-
action intermediates *OH2, *OH, *O and *OOH, where 
asterisk denotes a species adsorbed on the surface.  
Fig. 4 shows the energetics of these intermediates at the 
α-Fe2O3(0001) surface (see also [8]). Currently we are ex-
ploring the influence of the surface termination and do-
pands to reduce the overpotential for OER at this surface.
Funding by the DFG within SFB/TR80 and SPP1613 is 
gratefully acknowledged.
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Figure 3: DFT+U band structure of α-Fe2O3 (left), Ti- doped α-Fe2O3 (mid-
dle) and the corresponding spin density of the latter (right), indicating 
that the substitution by Ti4+ is compensated by the formation of Fe2+.

Figure 4: Cumulative free en-
ergies of the intermediates 
for different values of the re-
action potential during OER 
at the α-Fe2O3(0001) surface 
obtained within DFT+U.
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Introduction

The behavior of water-bearing compounds at high pres-
sures and temperatures is naturally related to the state 
of water in the deep Earth. Iron oxyhydroxides are abun-
dant on the surface of the Earth, where they occur natu-
rally in soils, aquifers and sediments in the crystal forms 
of goethite (α-FeOOH), akaganeite (β-FeOOH) and lepi-
docrocite (γ-FeOOH). A fourth polymorph, ε-FeOOH, can 
be synthesized as a high-pressure phase. Understanding 
the stability and properties of these oxyhydroxides at 
high pressures can reveal essential information about 
the influence of water on the mantle redox state and 
represents an important step towards quantifying more 
complex hydrogen-bearing compounds relevant to the 
Earth’s interior.

Results and Methods

We have performed density functional theory (DFT) cal-
culations including a Hubbard U term to study the struc-
tural and electronic properties of iron oxyhydroxides at 
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high pressures, with particular focus on the spin state of 
iron as pressure is increased.

Analysis of the structural degrees of freedom as a func-
tion of pressure in ε-FeOOH reveals a complex interplay 
between the symmetry of the hydrogen bonds and the 
spin transition of Fe3+ (see Fig.1 ) [1].

As shown in Fig. 2, a second order structural phase transi-
tion takes place at ~ 40 GPa in high-spin ε-FeOOH, which 
is clearly identified by the freezening of the Pnnm Γ4- 
displacive mode. Further evidence of the crystallograph-
ic phase transition is seen in the symmetrization of the 
hydrogen bonds as H reaches an equidistant position 
along the O…O line and the off-centering of the Fe cation 
with respect to the center of mass of the iron-oxy-hy-
droxyl octahedra vanishes. Above the phase transition, 
the O-H distances become nearly insensitive to pressure, 
which manifests in the lattice compression behavior as 
the stiffening of the lattice directions containing the hy-
drogen bonds (see Fig. 3). As a result, high-spin ε-FeOOH 
acquires a significantly larger bulk modulus above ~ 40 

Figure 2: Pressure- induced symmetrization of the hydrogen bonds in 
ε-FeOOH and related quantities, showing the amplitude of the Γ4- 
mode identifying the structural phase transition, the pressure behavior 
of the O-H, O…H bonds, the O-H…O bond angle and the displacement of 
the Fe cation with respect to the center of mass of the iron-oxy-hydrox-
yl octahedra in the high-spin (solid squares/circles) and low-spin (open 
squares/circles) configurations.

Figure 1: The spin transition in ε-FeOOH, showing the enthalpy dif-
ference between the high-spin (HS) and low-spin (LS) states. The spin 
density distributions serve to identify the spin state of Fe3+ in both 
configurations. Note a nearly spherical spin-density indicative of the HS 
state vs. the anisotropic spin density of the LS state.
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GPa, while low-spin ε-FeOOH allows greater compressi-
bility due to its iron-oxy-hydroxyl octahedra being ~ 6% 
smaller. That, together with the indication from Gleason 
et al. XES data that the spin transition starts at ~ 40 GPa 
and completes after the volume reduction, suggests that 
the spin transition is assisted by the symmetrization of 
the hydrogen bonds [1].

Similar stiffening behavior has been recently observed in
other distorted rutile-type oxy-hydroxides, including 
δ-AlOOH(D), β-CrOOH(D), β-GaOOH and InOOH, but 
among those only CrOOH contains a transition metal 
ion which is however not susceptible to a spin transition. 
Thus, our study establishes for the first time a relation 
between the effect of hydrogen bond symmetrization 
and spin crossover at high-pressure. 

The theoretical description of transition metal oxides 
represents a significant challenge for ab-initio meth-
ods based on DFT. The commonly used approximations 
for the exchange and correlation energy, rely on some 
parametrization of the homogeneous electron gas, fail 
dramatically to describe the properties of strongly cor-
related materials, where valence electrons are localized 
in atomic-like orbitals and many-body terms of the elec-
tronic interactions acquire relevant significance. Sever-
al schemes have been introduced throughout the past 
decades to overcome this difficulty. Among them, the 
DFT+U [2] is one of the simplest, yet effective, methods 
and remains the most reasonable choice for systems of 
realistic complexity. Borrowed from the Hubbard mod-
el, the DFT+U functional incorporates a correction that 
selectively operates on the localized states to disfavor 
fractional orbital occupations. The strength of the “+U” 
correction is controlled by the effective Coulomb (U) and 
exchange (J) interactions, whose values are not known a 
priori. However, and as shown in Fig. 4 for ε-FeOOH, the 
spin transition pressure depends strongly on the cho-
sen values of U and J entering the DFT+U functional. 
Fig. 4 also depicts that without the “+U” correction the 
spin transition pressure is significantly underestimated, 
consistent with the common trend of standard DFT to 

overstabilize the low-spin state configuration. It is clear 
then that in order to allow a meaningful prediction with 
DFT+U, the study of the spin transition requires a careful 
evaluation of both U and J. 
 
To accomplish this, we have implemented in VASP [3,4] 
the linear response approach proposed by Cococcioni 
and Gironcoli (2005) [5] and tested it against the imple-
mentation in the Quantum Espresso package. Overall 
consistent results are obtained between the two codes 
and among the four studied polymorphs. With the calcu-
lated values (U = 5.98 eV and J = 1.36 eV) the spin transi-
tion is predicted to take place at 53 GPa in ε-FeOOH (see 
Fig. 1), in remarkable agreement with the experimental 
observation [1]. Using the same U and J values we are 
able to predict the spin transition pressure for α-, β- and 
γ-FeOOH at 49, 63 and 40 GPa, respectively [6]. 

On-going Research / Outlook

As the presence of water, even in small quantities, can 
affect phase relations, melting temperature, rheology, 
and other key properties of the Earth’s mantle, our study 
suggest a possible connection between water (hydroxyl)  
content and the spin-transition pressure of Fe3+ in the 
Earth’s interior. This study is currently being extended to 
generalize the trends to all FeOOH polymorphs [6].
Funding by the DFG, SPP1236 PE883/8-1 is gratefully ac-
knowledged.
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Figure 4: Dependence of the spin transition pressure in ε-FeOOH on the 
chosen values of Ueff=U-J and J. The contour line in solid black at 54 GPa 
marks the measured spin-transition pressure [1].

Figure 3: Normalized lattice parameters in the HS (right) and LS (left) 
spin configurations showing the stiffening of the ab plane in both the 
HS and LS configurations above the P21nm to Pnnm phase transition 
shown in Fig. 2.
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Introduction

The ability to control and manipulate frictional forces at 
the nanoscale is extremely important for technology, be-
ing closely tied to progress in transportation, manufac-
turing, energy conversion, and lubricant consumption, 
impacting on innumerable aspects of our health and 
environment. In recent years a lot of effort has been de-
voted to gain control of friction at both the macroscopic 
and microscopic scale. However, most of the employed 
techniques cannot be straightforwardly extended to the 
nanoscale, where a flexible and almost cost-free way to 
dynamically tune friction forces is still lacking. 

The flexibility of selected physical properties of the slid-
ing bodies, necessary to actuate a dynamical control of 
friction, might be provided by the occurrence of a phase 
transition. A few evidences of this possibility can already 
be found in literature, and are related to the development 
of atomic force microscopy (AFM), a quickly improving 
experimental tool that allows to study, using nanosized 
oscillating tips, surface properties by sampling contact 
and non-contact forces down to the atomic scale. 

Recently Benassi and coworkers demonstrated the pos-
sibility to control nanofriction by switching the order pa-
rameter of a structural phase transition [1]. Friction force 
microscopy (FFM) experiments on a model ferro-distortive 
substrate have been simulated, showing a non-monotonic 
behavior of friction as a function of the substrate temper-
ature, broadly peaking at Tc. Besides this unusual feature 
(stick-slip friction of a single contact on ordinary substrates 
is known to decrease monotonically unless multiple slips 
occur), below Tc, the frictional response is found to depend 
strongly on the substrate distortive order parameter: differ-
ent values of the substrate distortion can give rise to a very 
different friction force. Acting now with an external stress 
field the distortive order parameter of the substrate can be 
changed reversibly and dynamically, increasing or decreas-
ing the frictional properties of the substrate.

The goal of our PRACE project was to identify a real mate-
rial hosting a structural phase transition in a range of pa-
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rameters accessible to the standard experimental tech-
niques. To this aim, a practical structural phase transition 
to look at is the rotational melting occurring near 260 K 
in pristine C60 molecular crystals (aka Fullerite, Figure 1). 
Such first order phase transition leads from an ordered 
structure with locked fullerene at low temperatures, to 
an angular disordered phase with almost freely rotating 
fullerenes at high temperatures. Recent measurements 
have indicated a sharp drop of tip adhesion and of AFM 
sliding friction in connection with this bulk transition 
[2], see figure 1 (a). However the explanation given for 
this strong frictional drop is in open contradiction with 
thermodynamics, as it is immediately visible from a com-
parison with the cohesive energy of the Fullerite crystal 
available in the literature. Despite the great importance 
that the measured frictional drop can have in the con-
trol of friction, no theoretical explanation or simulation 
data are available for the tribological properties of this 
system.

Figure 1: (a) Sketch of the C60 sliding physical system (left) and of its 
implementation in our MD simulations (right). (b) Surface cell for the 
low temperature phase, the weakly bound surface molecules are high-
lighted in green. (c) Variation of the rotational order parameter with 
temperature (see [3]) for bulk molecules (blue), all surface molecules 
(red) and weakly bound surface molecules (green) of panel (b). (d) Inter-
action centers for the intermolecular potential of ref. [4]. Reproduced 
from ref. [3] with permission from the Royal Society of Chemistry. 
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Results and Methods

Using classical molecular dynamics we simulated the 
pull-off and sliding friction experiments in presence of 
the rotational melting phase transition [3]. 

We started reproducing the bulk and surface rotational 
melting transition, to this aim the potential by Sprik et al. 
[4] proved to be best solution. This potential is constitut-
ed by a Lennard-Jones short range term plus a long range 
coulombic interaction. 

Every C60 molecule is treated as a rigid body with 90 in-
teraction centers placed on every carbon atom and on 
every double bond, to mimic the charge delocalization, 
see figure 1 (d).

Finite size effects are known to inhibit the occurrence of 
the phase transitions thus, to have a satisfactory descrip-
tion of rotational melting, we need to work with large 
systems, our typical simulation box contains 16x16x17 
fullerenes, i.e. ~400000 interaction centers. As we simu-
late pull-off and sliding friction experiments we act with 
an external driving force on the systems. The work done 
by this force increases the internal energy and, in order 
to reach a steady state and to prevent the system from 
blowing up, the excess energy must be disposed off with 
a thermostat.

As demonstrated in reference [5], a good thermostata-
tion procedure, which does not interfere with the sim-
ulated non-equilibrium phenomena, requires the ther-
mostat to be applied far away from the sliding region 
(fullerite surface) and to have a large portion of solid be-
tween them in order to favor the thermalization of the 
excess energy before reaching the bottom of the simu-
lation box. The simulation box details are given in figure 
1(a-b). After the characterization of the phase transition 
we simulated pull-off and sliding friction experiments. In 
our reference experiment the tip was coated by a mon-
olayer of C60 molecules thus, instead of simulating the 
full silicon nitrate tip, we simply slide or pull the red C60 
flake of figure 1 (a) which is in direct contact with the 
Fullerite surface. While the order of magnitude of pull-
off and friction forces is the same as in the experiments, 
the drop at the critical point is much smaller than the 
measured one, namely only 20 % instead of a factor two. 
After investigations along different lines we concluded 
that the only way to produce such a huge drop in both 
the pull-off and friction forces is through a rotation of 
the C60 flake modifying its degree of commensurability 
with respect to the surface. When the tip approaches 
the surface at T > Tc the C60 flake attached to the tip will 
more likely contact the surface in an incommensurate 
configuration. This results in a small friction and pull-off 
force. Conversely, when the tip approaches the surface 
at T < Tc the molecules are not rotating and the surface 
is ordered, this allows the C60 flake to rotate and get in 
registry with the substrate. In this configuration pull-off 
and friction forces can increase by an order of magni-
tude. In conclusion, the phase transition, i.e. the rotation 
of the C60 molecules, is not directly responsible for the 

drastic change in the frictional properties of the Fullerite 
surface, it rather triggers a change in the contact geom-
etry between the tip and the surface. The possibility to 
control the contact geometry, the commensurability and 
thus the frictional properties of a surface through the 
occurrence of phase transitions deserves further inves-
tigation being of great potential impact in the field of 
nanomanipulation.

The molecular dynamics simulations have been per-
formed with the LAMMPS code [6] an open source state 
of the art code specifically designed for HPC purposes. 
The typical production run required 4096 cores for 24 
hours.

On-going Research / Outlook

New experiments to probe the dissipation of Fullerite 
across its rotational melting transition with non-contact 
AFM are ongoing at Empa and from the theoretical side 
new simulations will be carried out to understand how 
to promote or inhibit the occurrence of the phase tran-
sition thus gaining a dynamical control of the friction 
coefficient, this could be in principle achieved applying 
an external pressure. More recently we demonstrated 
graphene nanoribbons superlubricity when sliding on 
gold (Figure 2 and ref. [7]). 
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Introduction

Ferroelectricity is a property of a few crystalline insulators 
with partial ionic bonds. In such a crystal the positively 
charged  metal ions and negatively charged oxygen ions 
can be arranged in structures of different symmetry the 
possible crystal phases. In a crystal the symmetry of atom 
arrangement and symmetry of charge arrangement has 
to be distinguished. In most cases the existing crystals, 
which are the energetically most favorable structures 
have a reduced atomic symmetry but the charge distri-
bution is still symmetric. In a ferroelectric crystal a less 
symmetric phase with asymmetric charge distribution is 
energetically most favorable. Figure 1 shows the unit cell 
of the ferroelectric phase of HfO2 with positively charged 
Hafnium and negatively charged Oxygen with an asym-
metry in the Oxygen subsystem. As a result the crystal 
has an electric polarization without the application of an 
external electrical field.

A permanent crystal polarization implies piezoelec-
tric and pyroelectric material properties which are the 
change of polarization – measurable as electric current 
or potential – with a relative shift of the positive and 
negative charges caused by mechanical stress or ther-
mal expansion. Ferroelectrics have a wide range of ap-
plications in modern technology starting with the use 
of permanent polarization in FeRAM cells for data stor-
age applications. As strong piezoelectrics they enable 
electro-mechanical transducers, as strong pyroelectrics 
they enable thermo-mechanical transducers including 
sensors for heat or motion detection and generators for 
electric energy from waste heat.

This Project is part of a research collaboration of the 
NamLab gGmbH in Dresden, the Electronic Materials 
Research Lab at RWTH Aachen, and the University of 
Applied Sciences Munich [1] with the goal to investi-
gate Hafnia (HfO2) and Zirconia (ZrO2) ferroelectrics and 
their possible applications. This recently discovered [2] 
new ferroelectric material class is especially attractive 
for many applications because of their compatibility to 
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silicon microelectronics, their biocompatibility and espe-
cially their strong pyroelectric properties. It some appli-
cations, it may substitute lead containing compounds.

Both Hafnia and Zirconia show no ferroelectric behavior 
in nature and only become ferroelectric under certain 
experimental conditions. This simulation project aims 
to understand what those conditions are, why they pro-
mote ferroelectric behavior in the mentioned materials, 
and how they can be improved.

Results and Methods

The crystal structures are simulated on the atomic scale, 
on the level of quantum mechanics with the open source 
simulation tool Abinit [3]. The electron distribution in the 
crystal is calculated with density functional theory, then 
the forces between the atoms are derived and a new po-

Figure 1: The ferroelectric Pca21 crystal structure of HfO2. This structure 
is only one of several competing crystal phases. Green: metal ions, Red: 
oxygen ions, Gold: stable asymmetric positioned oxygen ions responsi-
ble for ferroelectricity. Arrow marks the polarization vector Pr.
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sition of the atoms closer to the equilibrium is searched, 
iteratively until a convergence is reached. The results in-
clude the position of the atoms, the crystal structure, and 
the energy of the crystal. Different initial positions lead 
to different crystallographic phases. The energies are fi-
nally compared to find the most stable phase depending 
on the applied conditions. These conditions include pres-
sure, temperature, strain, doping, and defects. For doping 
and defects on the percent level, structures up to 100 at-
oms have to be investigated.

Each calculation is scaled on up to 1000 cores and runs 
for 12 h – 48 h. Due to the large amount of competing 
crystallographic structures and several relevant con-
ditions that may contribute to the stabilization of the 
phases,six millions of CPU-hours have been granted.

The first major result is the identification of surface energy 
as a driving force for ferroelectric phase stabilization and 
the development of a crystal / surface energy model for the 
prediction of stable phases of undoped materials [4].

In thin film applications Hafnia and Zirconia are often 
manufactured with a nano crystalline morphology with 
grain sizes of approximately 10 nm radius. In such nano 
grains surface stress and surface energy play a major role 
for phase stability. Figure 2 illustrates the mechanism: in 
bulk or in large grains the crystal phase with the low-
est energy has typically a reduced symmetry. Such low 
symmetry phases have disordered surfaces with high 
surface energy. If the grain size is reduced, the surface to 
volume ratio increases. Then, a core with a higher sym-
metric phase and higher crystal energy together with a 
less disordered surface with lower surface energy may 
prevail, when the sum of both energies becomes com-
paratively smaller. In HZO a mixture of HfO2 and ZrO2 a 
phase transition from the monoclinic phase to the fer-
roelectric phase happens below 15nm. Further reduction 
of the grain size leads to a further phase transition from 
the ferroelectric phase to the higher symmetric tetrago-
nal phase below 8nm.

Our model contains the crystal energies under various 
conditions of temperature and stress/strain, obtained by 
ab initio calculations at SuperMUC. The influence of tem-
perature and stress/ strain is calculated using approxi-
mately one million CPU-hours. This was done for pure 
Hafnia and Zirconia as well as various mixtures of both. 

So far, the values of the surface energies are derived from 
experimental results, until they are calculated in a later 
work package. With the model it was possible to predict 
a new ferroelectric window which was subsequently 
found in experiment [5]. Further results concern oxygen 
defects and dopants and how they can promote sweet 
spots of ferroelectricity in Hafnia. Oxygen vacancies 
have a stabilizing effect on the ferroelectric tetragonal 
and cubic phase. However, to stabilize any of those phas-
es with defects alone requires too large concentration. 
Nonetheless, vacancies widen the window of stability, 
which is opened by surface energy. Furthermore, vacan-
cies explain very likely ferroelectric phase degradation in 
applications, because oxygen defects are mobile under 
an applied electric field.

Substitutional doping of Hf or Zr with dopants like Si, Y, Sr 
or Gd on the percent level provides annother knob to create 
windows for the ferroelectric phase. Indeed, the first ferro-
electric thin film in Hafnia was 3 % Si: HfO2. The stabilizing 
effect of dopants on the ferroelectric phase is very much de-
pendent on concentration and valence. We find, that earth 
alkaline group elements very well. Together with the sur-
face energy they open the ferroelectric window in a wide 
range of concentration and grain size. But due to their 2-va-
lent nature they strongly interact with oxygen vacancies. 
This requires the calculation of a large number of structures 
to find realistic energies. For the realistic dopant concentra-
tions, large structures with 96 atoms are necessary. 

On-going Research / Outlook

Experiments by our collaborators show that not only 
earth alkaline metals but also lanthanides and boron 
group metals are capable of inducing ferroelectric be-
havior in Hafnia. These dopants are known to form more 
complex defect structures due to their 3-valent nature. 
This requires further simulation. In some cases compu-
tationally more expensive density functionals will be re-
quired.
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Figure 2: The diagram shows the crystal energy (red 
line) and the surface energy (green line) of three 
grain sizes. The surface energy of less symmetric 
phases is higher because of disorder. The core of the 
grains is either in the monoclinic, ferroelectric or 
tetragonal phase. The stability of the phase is deter-
mined by the sum of the energies.

Figure 2: The diagram shows the crystal energy (red line) 
and the surface energy (green line) of three grain sizes. 
The surface energy of less symmetric phases is higher 
because of disorder. The core of the grains is either in the 
monoclinic, ferroelectric or tetragonal phase. The stability 
of the phase is determined by the sum of the energies. 

The first major result is the identification of surface energy 
as a driving force for ferroelectric phase stabilization and 
the development of a crystal / surface energy model for 
the prediction of stable phases of undoped materials [4]. 
In thin film applications Hafnia and Zirconia are often 
manufactured with a nano crystalline morphology with 
grain sizes of approximately 10 nm radius. In such nano 
grains surface stress and surface energy play a major 
role for phase stability. Figure 2 illustrates the mechanism: 
in bulk or in large grains the crystal phase with the lowest 
energy has typically a reduced symmetry. Such low 
symmetry phases have disordered surfaces with high 
surface energy. If the grain size is reduced, the surface to 
volume ratio increases. Then, a core with a higher 
symmetric phase and higher crystal energy together with 
a less disordered surface with lower surface energy may 
prevail, when the sum of both energies becomes 
comparatively smaller. In HZO, a mixture of HfO2 and 
ZrO2, a phase transition from the monoclinic phase to the 
ferroelectric phase happens below 15nm. Further 
reduction of the grain size leads to a further phase 
transition from the ferroelectric phase to the higher 
symmetric tetragonal phase below 8nm. 
Our model contains the crystal energies under various 
conditions of temperature and stress/strain, obtained by 
ab initio calculations at SuperMUC. The influence of 
temperature and stress/ strain is calculated using 
approximately one million CPU-hours. This was done for 
pure Hafnia and Zirconia, as well as various mixtures of 
both. So far, the values of the surface energies are 
derived from experimental results, until they are 
calculated in a later work package. With the model it was 
possible to predict a new ferroelectric window which was 
subsequently found in experiment [5]. 

Further results concern oxygen defects and dopants, and 
how they can promote sweet spots of ferroelectricity in 
Hafnia. Oxygen vacancies have a stabilizing effect on the 
ferroelectric tetragonal and cubic phase. However, to 
stabilize any of those phases with defects alone requires 
too large concentration. Nonetheless, vacancies widen 
the window of stability, which is opened by surface 
energy. Furthermore, vacancies explain very likely 
ferroelectric phase degradation in applications, because 
oxygen defects are mobile under an applied electric field. 
Substitutional doping of Hf or Zr with dopants like Si, Y, Sr 
or Gd on the percent level provides annother knob to 
create windows for the ferroelectric phase. Indeed, the 
first ferroelectric thin film in Hafnia was 3% Si: HfO2. The 
stabilizing effect of dopants on the ferroelectric phase is 
very much dependent on concentration and valence. We 
find, that earth alkaline group elements very well. 
Together with the surface energy, they open the 
ferroelectric window in a wide range of concentration and 
grain size. But due to their 2-valent nature, they strongly 
interact with oxygen vacancies. This requires the 
calculation of a large number of structures to find realistic 
energies. For the realistic dopant concentrations, large 
structures with 96 atoms are necessary.  
On-going Research / Outlook 
Experiments by our collaborators show, that not only earth 
alkaline metals, but also lanthanides and boron group 
metals are capable of inducing ferroelectric behavior in 
Hafnia. These dopants are known to form more complex 
defect structures, due to their 3-valent nature. This 
requires further simulation. In some cases, computation-
ally more expensive density functionals will be required. 
References and Links 
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1. Subproject: Novel Nanoform of Silicon [1]

Endohedrally doped silicon clusters have attracted much 
interest over the recent years due to their cage-like 
structures in which the geometry is stabilized either by 
strong dopant-cage interaction or by external hydrogen 
passivation of the cage [2]. These structures represent an 
intriguing novel nanoform of silicon with great promise 
for magneto-electronic applications, such as data stor-
age or optoelectronic devices. The present goal of cluster 
studies is to move from the gas-phase description to the 
investigation of their interaction with non-trivial envi-
ronments such as extended surfaces. Experimentally, the 
fabrication of chemisorbed silicon structures at surfaces 
can be realized either through the controlled deposition 
of pre-formed cages (“soft landing”) or via direct silicide 
formation. Part of this project is carried out in collabo-
ration with Prof. Dähne’s group at TU Berlin, investigat-
ing the synthesis of rare-earth SixMy clusters on recon-
structed Si(111)–7x7 [3]. Among others, a Si3Tb3 cluster has 
turned out particularly intriguing due to the existence 
of two stable equivalent conformations, rotated by π/3 
with respect to each other. Flipping between the two can 
be induced by applying small voltage biases with the tip 
of a Scanning Tunneling Microscope (STM), while con-
trolled voltage biases beyond a threshold of ±2 V appear 
to fix the cluster in either conformation.

Results and Methods
Metal-silicon clusters are stabilized through complex elec-
tronic mechanisms combining charge transfer and hybrid-
ization. The theoretical investigation of their interaction 
with an environment requires approaches able to account 
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for such chemical subtleties. It is generally accepted that 
the standard semi-local formulation for exchange-corre-
lation functionals in Density Functional Theory (PBE-DFT) 
possesses the desired features and provides an excellent 
description of systems of this size. We employ the FHI-
aims package [4], which uses a localized numeric-atomic 
orbital (NAO) basis set, which allows for highly efficient 
calculations of both finite and periodic systems within the 
same numerical framework, with accuracy up to the order 
of meV. Despite the efficiency of the electronic structure 
method, systems of this size can at present only be sim-
ulated through highly demanding computing resources 
such as those available at SuperMUC.

We carried out local structural optimization at the PBE-
DFT level, based on the structure assumed to best match 
the experimental STM images (c.f. Fig. 1). The resulting 
optimized structure differs from the initial guess in that 
the Si3 core is found to be protruding over the Tb3 deco-
ration. This feature was not directly visible experimental-
ly and its determination could only be possible through 
theoretical calculations. To verify the structure, we sim-
ulated the corresponding STM image at both negative 
(filled-state, sensitive to Si) and positive (empty-state, 
sensitive to the metal) bias voltages. 

We further carried out transition state search to com-
pute the activation barrier for the flipping process. The 
computed barrier of 1.291 eV is consistent with the ob-
served fix-and-flip behaviour. The simulation also reveals 
the existence of a symmetric intermediate, again a sub-
tlety which could only be uncovered by means of simu-
lations.

Outlook
Our ultimate aim is to theoretically predict how, and to 
what extent, the stoichiometry of rare-earth silicides at 
the Si(111)-7x7 surface can be controlled by finely tuning 
the environmental conditions during the synthesis.  This 
synthesis can be modelled theoretically by providing a 
reservoir of gas-phase silicon and metal atoms, which is 
consistent with the experimental synthesis technique 
whereby the atomic components are made available by 

Fig. 1: Computed (colour) and experimental (black and white) STM imag-
es of a Si3Tb3 cluster on Si(111)–7x7.
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laser vaporization from the bulk.  By varying the availabil-
ity of the atomic components in the gas-phase (i.e., their 
chemical potentials), we can determine which conditions 
lead to the formation of endohedral cages at the surface.  
This kind of simulation can be addressed by global opti-
mization using the free energy of formation (as a func-
tion of the chemical potentials of gas-phase silicon and 
metal atoms) as the target quantity to minimize.  Our 
hypothesis is that there exists some appropriate tuning 
of these two chemical potentials during the growth pro-
cess such that the cages are naturally stabilized at the 
surface.

2. Subproject: kMC modeling of methane and  
higher alcohol synthesis [5]

Scaling-relation based kinetic Monte Carlo modeling 
of methane and higher alcohol synthesis microkinet-
ic modeling has always been a cornerstone of modern 
heterogeneous catalysis research. A microkinetic model 
draws on kinetic information of individual elementary 
processes such as adsorption, desorption and reaction 
of chemicals at the catalyst surface and analyzes the 
interplay of these processes within the catalytic cycle to 
yield the intrinsic catalytic activity or selectivities. Most 
general microkinetic models thereby aim to explicitly 
resolve a maximum number of elementary processes, of 
active site types and even the geometric arrangement 
and local coverage of chemicals around these sites at the 
catalyst surface. This requires a very extensive database 
of energetic input, which is often obtained using densi-
ty functional theory (DFT) [4]. The enormous computa-
tional costs involved in obtaining all required input data 
from DFT severely limits the system level that can be 
addressed. A way to overcome this problem is the iden-
tification of scaling relations that relate the adsorption 
strengths of reaction intermediates to those of their 
constituting base elements or the activation barriers 
to (thermochemical and computationally much less in-
tense) reaction energies. This allows to express all rele-
vant energetics in terms of typically only one to two key 
adsorption energies, the so-called descriptors.

Results and Methods
In the present work we focus on methane and higher 
alcohol synthesis from carbon monoxide and hydro-
gen gas (synthesis gas). The conversion of synthesis gas 
to higher alcohols, remains challenging, as there are no 
catalysts that have a high enough selectivity and activi-
ty to make this process commercially viable. Initially, we 
focused on the methane synthesis subnetwork consist-
ing of 10 reaction steps, namely CO and H2 adsorption, 
H-assisted CO splitting, C and CHx hydrogenation steps 
up to CH4 (followed by immediate desorption), as well 
as hydroxyl association and O and OH hydrogenation. A 
main result of the present project is that the activation 
energies of these reaction steps have been identified to 
follow the same scaling relations at different active sites 
and at different coverages. This shows that the effect of 
local coverage and of the different sites on the reaction 
barriers can be predicted from the effect on the adsorp-
tion energies alone. This reflects exactly the enormous 

reduction in computational cost achieved through the 
exploitation of such scaling relations.

On the level of the microkinetic model, a great simplifica-
tion can be obtained by making use of the mean-field ap-
proximation (MFA), where the spatial distributions of the 
chemicals at the surface is averaged to account only for 
the mean coverage. The presently available scaling-rela-
tion based DFT database has been used to compute the 
theoretical catalytic activity for methane production in 
the MFA as a function of the carbon and oxygen bind-
ing energies at stepped metal surfaces, c.f. Fig. 2. In good 
agreement with experiments, Ru is predicted as the most 
active metal.

Outlook
While our model has already yielded good agreement 
with experiments, an explicit account of the correla-
tions, fluctuations, and detailed spatial distributions of 
the chemicals at the catalyst surface requires more ex-
tensive kinetic Monte Carlo (kMC) simulations. In future 
work the theoretical catalytic activity with and without 
effects of local coverage will be compared in the MFA 
and from kMC simulations. The insight obtained for the 
methane synthesis sub-network will provide important 
guidance when extending to the full reaction network 
up to higher alcohol formation.
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Fig. 2: Calculated catalytic activity measured as turnover frequencies 
(TOF) for methane production as a function of the C binding on the 
f step site and the O binding on the s step site as obtained with the 
mean-field model without adsorbate-adsorbate interactions. Reaction 
conditions are 523 K and 1 bar with a gas composition of 1 % CO, 97 % H2, 
1 % CH4, and 1 % H2O.



222

Chemistry and Material Sciences

Numerical simulations of topological and  
correlated quantum matter

Research Institution
Institut für theoretische Physik und Astrophysik, Universität Würzburg
Principal Investigator
Fakher F. Assaad
Researchers
Florian Goth, Giorgio Sangiovanni, Ewelina Hankiewicz, Michael Karolak, Gang Li, Martin Edelmann,  
Andreas Hausoel, Thomas Lang, Zi Yang Meng, Domenico Di Sante, Yasir Iqbal
Project Partners
–

SuperMUC Project ID: pr94vu

Introduction

The complexity of the solid state does not allow us to carry 
out simulations of correlated materials without adopting 
approximation schemes. In this project we are tackling 
this daunting task with complementary techniques. On 
one hand one can start with density functional theory 
in the local density approximation   and then add dy-
namical local interactions using the so called dynamical 
mean-field approximation. This approach has the merit 
of being material dependent in the sense that it is pos-
sible to include the specific chemical constituents of the 
material under investigation. Progress in this domain will 
be described below. Another venue is to concentrate on 
phenomena occurring in a class of materials. Here, the 
strategy is to define models which one can simulate in 
polynomial time on supercomputing architectures, and 
which reproduce the phenomena under investigation. This 
route has been remarkably successful, and we are now in 
a position to provide  controlled model calculations which 
can cope with antiferromagnetic fluctuations in metals, or 
nematic instabilities of fermi liquids. Both phenomena are 
crucial for our understanding of high temperature super-
conductivity in the cuprates and the pnictides.   Access to 
the LRZ supercomputing center was imperative during the 
current grant period to do the relevant simulations on a 
wide range of topics on correlated electrons. In all cases ac-
cess to supercomputing facilities allows to carry out simu-
lations on larger and larger system sizes so as to be able to 
extrapolate to the thermodynamic limit relevant for the 
understanding of experiments and collective phenomena. 

Nematic instabilities in Dirac metals

Very recently, there has been considerable progress in 
quantum Monte Carlo simulations of fermion systems 
addressing the question of electronic nematic phase 
transitions. For a square lattice with four fold rotation 
and translation symmetries, the nematic transition re-
duces the four fold rotational symmetry to a two fold one 
but preserves translation invariance. Simple models of 
SU(2) symmetric fermions coupled to a transverse Ising 
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field model (TIFM) are amenable to sign-free quantum 
Monte Carlo simulations [1] and allow to study this tran-
sition numerically. In the absence of the so-called nega-
tive sign problem, the computational effort of quantum 
Monte Carlo simulations scales as the the cubed power 
of the number of lattice sites, N, and is proportional to 
the inverse temperature, beta.Hence, given access to su-
percomputing resources, detailed information on the na-
ture of the quantum criticality can be achieved. The un-
derstanding of this quantum phase transition may shed 
light on our understanding of underdoped cuprates. In 
this project, our aim is to understand the nematic phase 
transition in Dirac metals using the approach described 
in [1]. In our model calculation, Dirac fermions are cap-
tured by a so call π-flux tight binding model, where each 
plaquette of the square lattice is threaded by half a flux 
quantum. The coupling between the fermions and Ising 
variables of the TIFM is such that in the ordered ferro-
magnetic (FM) phase the fourfold rotational symmetry is 
broken down to a two fold one, and that in the disordered 
paramagnetic (PM) phase it is restored. The nature of 
this transition has been discussed analytically, but with 
contradicting results. On one hand, a so called ε-expan-
sion around three dimensions was carried out [2] and 
the results (runaway flow) were interpreted in terms of a 
first oder phase transition. On the other hand, a so-called 
large-N approximation carried out in Ref. [3] suggest a 

Figure 1: Zero temperature phase diagram in the transverse field versus 
coupling strength plane.

  

Fig. 1. The phase diagram. The red phase boundary corresponds to the presence of 
nodal line in the single-particle spectra. The black phase boundary corresponds to the 
FM to PM magnetic phase transition, this transition at path 1 is still continuous, but at 
path 2 and more clearly at path 3, it becomes first order. The magnetic correlations 
along the denoted paths will be shown in the following figures. 
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continuous transition above a critical coupling, where the 
anisotropy of the nodal quasiparticle dispersion strongly 
influences the interplay between the critical fluctuations 
and the quasiparticles. To shed light onto these contra-
dicting analytical results we are presently carrying out 
large scale numerical simulations. Our results to date are 
shown in the phase diagram of Fig. 1 in the transverse 
field, h, versus coupling strength, ξ, plane.

For small values of the coupling strength, it turns out that 
the anisotropy in the velocity is irrelevant, and essentially 
renormalizes to zero (Path 1 in the figure). On the other 
hand, at strong coupling, we observe a first order transi-
tion between states where the Berry phase of the Dirac 
cones switches (Path 3). At h=0 and in the ferromagnetic 
phase, the switch of the Berry phases between the two 
cones takes place when one of the velocities vanishes. 
This yields a Fermi-liquid phase which is expected to be 
unstable due to the underlying particle-hole symmetry. 
Further simulations are required prior to publication so 
as to pin down the details of the phase diagram. 

Ab-initio study of the finite temperature magnetism in 
iron and nickel

Recent developments in electronic-structure numerical 
algorithms allow to calculate very accurately the band 
structure of solids as well as the effect of strong interac-
tions among the conduction electrons. The consequenc-
es of the Coulomb repulsion can be so dramatic that ma-
terials with partially filled d- and f-shells turn insulating 
even without the “help” of magnetic long-range order. 
These are called Mott insulators and several realistic 
studies have helped so far to reveal their intriguing prop-
erties. A less explored direction is to study the transition 
from Mott insulators to magnetically ordered ones.

The interest is to see to what extent our classical picture 
of ferromagnets, i.e. the Curie-Weiss theory or Pauli the-
ory, can still be applied to strongly-correlated quantum 
magnets. Curie-Weiss theory describes localized elec-
trons as they are present in Mott-insulators, whereas in 
the Pauli theory the electrons are delocalized i.e. they re-
tain their Bloch nature.

Hovever real solids are in neither of the two limits, and 
up to now there exists no way to describe these two as-
pects in one analytic theory.

By combining the state-of-the-art band structure meth-
ods (density functional theory, implemented in the VASP 
package) and many body methods such as Dynamical 
Mean Field Theory, we attack this problem in the exem-
plary cases of bcc-Iron and fcc-Nickel with heavy numer-
ics. Despite the fact that the lattice structures of iron and 
nickel are very simple (see figure 2), these materials have 
partially filled valence d-shells that hybridize with the 
valence p- and s-shells. Thus they are strongly correlated 
and have a very large low-energy Hilbert space. 

Our code package W2DYNAMICS (Würzburg/Wien strong 
coupling solver), a Continuous Time Quantum Monte Car-
lo impurity solver developed by us, can tackle this NP-hard 
problem [4,5]. We highly optimized it over several years to 
treat systems that have a size at the border of feasibility. 
The massively parallel structure of SUPERMUC allows us 
to explore with unprecedented accuracy -- and for param-
eter regions never calculated before -- the electronic and 
magnetic properties of iron and nickel emerging from 
electronic correlations. The magnetism is of particular 
interest, because it is still to some extent not completely 
understood. This is quite remarkable as these ``old’’ mag-
nets are very well characterized experimentally and have 
a very simple lattice structure (figure 2).
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Figure 2: Lattice structures 
of iron (bcc, right) and nickel 
(fcc, left).
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Introduction

Much of the geological activity of the Earth arises from 
convective processes within the mantle that transport 
heat from the deep interior of our planet to the surface. 
Accurate knowledge of the associated forces that drive 
plate tectonics is of fundamental importance for stud-
ying natural hazards such as earthquakes. However, we 
still lack a quantitative understanding of the buoyancy 
distribution in Earth’s mantle that ultimately drives all 
surface motions. In this multi-disciplinary project we 
combine simulations and post-processing tools from ge-
odynamics, mineral physics and seismology, in order to 
improve conceptual models of Earth’s deep interior. The 
general work-flow involves the generation of new man-
tle convection models with either updated sets of input 
parameters or increased resolution and improved nu-
merical representation. The crucial step is then to com-
prehensively assess the quality of these models against 
a range of observations of the Earth system (including 
geologic, seismological and geodetic information). This 
involves two additional sets of simulations: First, the in-
verse modelling of mantle convection that allows one to 
track mantle motion back into the past. This way, one can 
test unknown parameters of the geodynamic models 
explicitly against the geologic record. Second, the simu-
lation of 3-D global seismic wave propagation through 
the geodynamic models, which enables us to test the 
models directly against the huge amount of seismic data 
available nowadays. 

Results and Methods 

Our numerical simulations of mantle flow and seismic 
wave propagation place formidable demands on parallel 
computing resources, as they require extremely high res-
olutions in space and time in order to allow for models 
with earth-like physical parameters. Forward problems 
require the solution of the governing equations on com-
putational grids with billions of degrees of freedom and 
thousands of time steps. Production runs on SuperMUC 
were performed using between 512 and ~4000 cores and 
required around 50,000 CPU-h each. The inverse problem 
of mantle convection is much more CPU-time intense as 
it requires a number of iterations on the forward-inverse 
cycle. In addition, very large parallel storage and I/O ca-
pacity is needed, as one must preserve all degrees of free-
dom per time step over the entire simulation period (~10 
TB temporary disk space per simulation). 

Taming the Chaotic Nature of Mantle Flow 
Although stronger than steel and capable of transmit-
ting seismic shear waves, the mantle can be treated as a 
fluid on geologic time scales (i.e., millions of years). Thus, 
mantle convection is governed by the hydrodynamic field 
equations (mass, momentum and energy conservation). 
Our simulations in 3-D spherical shell geometry are per-
formed using the MPI parallelised finite-element code 
TERRA. The code avoids indirect memory addressing and 
allows for efficient data-structures leading to excellent 

Figure 1: 3-D view of the temperature field of a MCM with isosurfaces at 1000° C. Left: reference run; middle; uncon-
strained twin experiment; right: twin experiment evolved with assimilation of surface velocities from the reference run. 
The thermal fields of reference run and twin with assimilated surface velocities are nearly indistinguishable. From [2].

6
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performance. Currently, we model mantle flow with 80-
800 million finite elements and construct socalled man-
tle circulation models (MCMs), akin to the circulation 
models used in ocean and climate simulations. MCMs 
integrate mantle flow forward in time from an assumed 
initial state some time in the past using reconstructions 
of past plate motions as surface boundary condition for 
velocity. The problem is that initial condition and model 
parameters are not well known. Different assumptions 
and approximations lead to vastly different predictions. 
Alternatively, an initial condition for the present day 
can be estimated from seismic tomography of Earth’s 
mantle. It is thus possible to evolve it into the future in 
accord with the governing equations. Unfortunately, as 
mantle convection develops over timescales of millions 
of years, these predictions and the underlying assump-
tions cannot be tested. Modeling past states of Earth’s 
mantle, on the other hand, and relating them to geologic 
observations such as continental-scale uplift and subsid-
ence, is an effective method for testing MCMs explicitly 
in time. However, mantle convection is chaotic and two 
identical models initialized with slightly different tem-
perature fields diverge exponentially in time until they 
become uncorrelated, thus limiting retrodictions (i.e., re-
constructions of past mantle states using present infor-
mation) to the recent past. Given the uncertainty with 
which we know the present-day thermodynamic state 
of Earth’s mantle, the limit of predictability for mantle 
convection models was estimated to be around 100 Ma 
at best. Using 3-D spherical mantle convection models, 
we recently showed that retrodictions can be extended 
significantly if knowledge of the surface velocity field is 
available [2]. Assimilating surface velocities produces in 
some cases negative Lyapunov times (i.e., e-folding times 
of the discrepancy between predicted and true state), 
implying that even a severely perturbed initial condition 
may evolve toward the reference state (Fig. 1). A history of 
the surface velocity field for Earth can be obtained from 
plate motion reconstructions for time periods of a man-
tle overturn (~200 Ma), suggesting that mantle flow can 
be reconstructed over comparable times. 

Exploiting Seismic Wavefield Effects to Constrain Mantle 
Buoyancy 
As an alternative to inverse flow simulations, we had 
demonstrated the great potential of computing 3-D 
wave fields in MCMs for testing the underlying assump-
tions. We use the spectral-element code SPECFEM3D_
GLOBE to solve the seismic wave equation, and only as 
of late, HPC resources allow for simulations at relevant 
seismic frequencies. In a recent study, we have investi-
gated the strength of diffraction-induced dispersion of 
traveltimes of seismic waves in MCMs [3]. This type of 
observation is expected to help constrain the length-
scales and magnitude of buoyancy forces in the mantle. 
The synthetic multi-frequency measurements obtained 
for our MCM allowed us – for the first time – to char-
acterize the wavefield effects to be expected in a man-
tle with earth-like structural length scales and realistic 
magnitudes of seismic heterogeneity. We found that our 
synthetic data do indeed show significant diffractionin-
duced dispersion between the longest and shortest pe-
riod considered (see Fig. 2). The dispersion, defined here 
as the difference between traveltime residuals measured 
in different frequency bands, can also be regarded as a 
new seismic datum: a differentialfrequency time resid-
ual. In our analysis we concluded that this datum is to 
some extent insensitive to shallow structure and that 
it may potentially prove useful to improve tomograph-
ic models of the lower mantle. Overall, the dispersion of 
traveltime residuals introduced by virtue of diffraction is 
quite substantial and significant not only with respect to 
the magnitude of the residuals themselves, but also with 
respect to the dispersion observed in real data. If the in-
formation contained in the observed dispersion is fully 
exploited through multifrequency inversions, Earth’s 
deep interior can likely be imaged at unprecedented res-
olution and accuracy. 

Outlook 
Our results on retrodiction of mantle flow showed that 
the assimilation of surface velocities prevents the cha-
otic long-term drift of unconstrained convection. Past 
states of mantle flow can thus be reconstructed for peri-
ods comparable to the available time span of past plate 
motion models. We next plan to systematically scan 
the parameter space of the inverse geodynamic simu-
lations. Our aim is to push the limits of resolution and 
to solve problems with 1012 unknowns. Current comput-
ing resources still prevent us from running models with 
a number of relevant strength profiles. With SuperMUC 
“Next Generation”, it will be possible to overcome this 
limitation and to perform a comprehensive systematic 
parameter space search. Furthermore, we will finally be 
able to fully resolve the extremely high Rayleigh num-
bers relevant for Earth’s mantle.
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Figure 2: Diffraction-induced traveltime dispersion in our MCM (i.e., 
distributions of the long-period–short-period differences as a function 
of the short-period residual; Box-plots show (red) median, (black) mean 
and 25–75  and 5/95 percentiles). Differences between long-period and 
short-period residuals tend to increase with increasing short-period 
signal. From [3].
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Introduction

The static gravity field of the Earth is one of the key pa-
rameters for the observation and measurement of a 
number of processes and flows in the dynamic system 
of the living planet Earth. Its knowledge is of importance 
for various scientific disciplines, such as geodesy, geo-
physics and oceanography. For geophysics the gravity 
field gives insight into the Earth’s interior, while by defin-
ing the physical shape of the Earth it provides an impor-
tant reference surface for oceanographic applications, 
such as the determination of sea level rise or modelling 
of oceanographic currents. Moreover this reference sur-
face is a key parameter on the way to a globally unified 
height system.

The scientific goal is to estimate the static gravity field 
as precise and detailed as possible. As the gravity field 
in general is represented by a spherical harmonic series, 
the parameters to be estimated in gravity field model-
ling are spherical harmonic coefficients. There exist var-
ious techniques to observe the gravity field, which have 

different advantages and complement each other. The 
observation of the Earth gravity field from dedicated 
satellite missions delivers high accurate and globally ho-
mogenous gravity field information for the long to me-
dium wavelengths of the spherical harmonic spectrum 
(corresponding to spatial resolutions down to roughly 
100 km). However, due to the large distance between 
the satellite and the Earth’s surface, the gravity field sig-
nal is damped in satellite height. Therefore short wave-
lengths of the spherical harmonic spectrum (smaller 
than 100 km) cannot be observed from space. To com-
plement the satellite information, terrestrial gravity 
field measurements over land and satellite altimeter ob-
servations over the oceans, which need to be converted 
to gravity field quantities, are used as additional data. As 
these observations are taken at the Earth surface (land 
and ocean) they contain the full undamped signal. The 
scientific challenge is to combine the different types of 
gravity field observations in the way that all data types 
keep their specific strengths and are not degraded by 
the combination with other information in specific 
spherical harmonic wavelength regimes. As mentioned, 

6

Figure 1: The gravity field of the Earth in 
terms of gravity anomalies [mgal].
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this procedure shall result in a set of spherical harmonic 
coefficients representing the global Earth gravity field 
up to highest possible resolution.

Strict full normal equation approach and the need for 
supercomputing

Our approach to determine the spherical harmonic co-
efficients is based on a strict least squares adjustment 
with a Gauß-Markov model. By that, the different data 
types can be combined optimally on normal equation 
base. The approach enables the ideal relative weight-
ing between different data sets as well as the individual 
weighting of every single observation, what is important 
as especially the quality of terrestrial measurement data 
differs significantly (observations are in general quite 
accurate in regions such as Europe or North America, 
whereas they are worse in Africa or South America). Due 
to the high correlation of the unknown spherical har-
monic coefficients, the corresponding normal equation 
system is a dense matrix. As the number of unknowns 
increases quadratic with the spherical harmonic de-
gree, and again the number of elements of the full 
normal equation matrix is quadratic to the number of 
unknowns, full normal equation systems become quite 
large. This is a computational challenge, which can only 
be solved with supercomputers such as SuperMUC. With 
the available data we currently estimate the coefficients 
of spherical harmonic expansion up to degree and order 
720, which corresponds to more than 500 000 unknowns 
and a normal equation system of 2 TByte. With availabil-
ity of denser ground data coverage further extensions to 
even higher resolutions are planned for the near future.

Results

Below the benefit of the full normal equation approach 
is demonstrated exemplary for a gravity field solution 
in the area of South America. As observations data sets 
from the US-German satellite mission GRACE (Gravity 
and Climate Recovery Experiment), the satellite mission 
GOCE (Gravity Field and Steady State Ocean Circulation 
Explorer) of the European Space Agency (ESA), and ter-

restrial observations provided by the National Geospa-
tial Intelligence Agency (NGA) are available. The quality 
of the terrestrial data differs significantly, e.g. it is quite 
high for example for coastal areas in Brazil and low for 
areas in the Amazon area. The major challenge is to find 
the optimal combination of the different data sets.

For that purpose, we derive first an accuracy map of the 
terrestrial observations by comparison with the satellite 
information in the low to medium wavelengths (Fig 2 
left). In the following, we calculate two different gravity 
field solutions. One is based on a reduced block-diago-
nal normal equation approach, which requires strong 
data constraints like equal data weights, but can be ex-
ecuted on a single node computer system. The second 
approach is our full normal equation approach applying 
individual weights according to a predetermined accu-
racy map and using supercomputing facilities. One can 
investigate the difference between the two results and 
the original satellite information in the low to medium 
wavelengths, which delivers a measure of how good the 
estimation procedure is able to recover the field in this 
frequency range. The parameter estimation process can 
be regarded as good, when the differences are small, as 
that proofs, that the good performance of the satellite 
information was not degraded by the combination with 
terrestrial data. It is clearly visible, that the differences 
are quite high for the reduced block diagonal approach 
(Fig 2 middle). Bad data in the Amazon area and in the 
Andes affected the combination solution. With full nor-
mal equations and supercomputing approach, nearly 
no differences are visible (Fig 2 right). The combination 
is ideal for that case, what demonstrates the power of 
using full normal equation systems and supercomputing 
faciltiies for this purpose. 

Details about the procedure and results can be found 
in [1].
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Introduction

Predicting weather and climate and its impacts on the 
environment, including hazards such as floods, droughts 
and landslides, continues to be one of the main challeng-
es of the 21st century with significant societal and eco-
nomic implications. At the heart of this challenge, lies the 
ability to have easy access to hydrometeorological data, 
to share predictive models, and to facilitate the access 
to High Performance Computing facilities supporting 
leading edge hydro-meteorological simulations. Advanc-
es in the science and observation of climate change are 
providing a clearer understanding of the inherent varia-
bility of Earth’s climate system and its likely response to 
human and natural influences. Numerical simulations at 
the global scale of future climate in different emission 
scenarios, produced in the framework of the fifth climate 
model intercomparison project (Coupled Model Inter-
comparison Project Phase 5, CMIP5), have been typically 
obtained using hydrostatic global climate models (GCM) 
and are available only at quite coarse spatial resolutions 
which do not allow an accurate representation of in-
tense precipitation events over complex topography ar-
eas such as Europe. An improved generation of regional 
climate models (RCM) is being developed and applied in 
the framework of the CORDEX (COordinated Regional cli-
mate Downscaling Experiment) initiative, with the aim 
to produce regional climate change projections world-
wide for input into impact and adaptation studies, con-
sidering multiple forcing GCMs from the CMIP5 archive. 
Recent results for the European branch of the CORDEX 
initiative (Kotlarski et al. 2014) confirm, with simulations 
on grid-resolutions up to about 12 km (0.11°), the ability of 
RCMs to capture the basic features of the European cli-
mate for the period 1989-2008, but also show non-negli-
gible deficiencies of the simulations concerning selected 
metrics, certain regions and seasons: for example sea-
sonally and regionally averaged temperature biases are 
mostly smaller than 1.5 °C, while precipitation biases are 
in the ±40% range.

Results and Methods

This reality, together with the fact that the European re-
gion is exposed to intense Atlantic synoptic perturbations 
and potentially their north shift due to climate change, 
make it critical to carefully understand all model sensi-
tivities before drawing conclusions and assessing climate 
change impacts from the numerical simulations outputs. 
Starting from these ideas, the EXtreme PREcipitation and 
Hydrological climate Scenario Simulations (EXPRESS-Hy-
dro) project moves one step further, performing very 
high-resolution regional dynamical downscaling of his-
torical climate scenarios produced by the ERA-Interim rea-
nalysis using the state-of-the-art non-hydrostatic Weath-
er Research and Forecasting (WRF) regional climate model. 

To the best knowledge of the current literature, EX-
PRESS-Hydro performed for the first time long climate 
simulations (1979-2008, Pieri et al. 2015) over the European 
domain (Inner European Region, IER, Figure 1.) at a very fine 
cloud-permitting resolution of about 4 km (0.037°) with ex-
plicitly resolved convection and a sharp representation of 
orography, thanks to the possibility of running very compu-
tationally and data storage demanding simulations (about 
700 Tb of outputs produced) on the state-of-the-art Super-
MUC Petascale System, one of the fastest supercomputers 
in the world. 
 

Figure 1: European domain defined in CORDEX (0.118; blue) and the 
IER (0.0378; green) used for the high-resolution integration. The Great 
Alpine Region (GAR) used for some of the diagnostics is displayed in 
purple (courtesy of Pieri et al. 2015).
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EXPRESS-Hydro explored the WRF regional climate mod-
el capability in reproducing observed precipitation ex-
tremes, over Europe and in detail over the Greater Alpine 
Region, comparing simulations results with available 
high-resolution gridded observational data sets. Overall 
our results indicate that increased resolution with ex-
plicitly resolved convection helps to obtain a closer rep-
resentation of the precipitation field, reducing the over-
estimation of precipitation (about 25% on average over 
the European domain) and allowing to better reproduce 
the distribution and the statistics of the rainfall rate, par-
ticularly over the Alps (Figure 2).

EXPRESS-Hydro complemented the present climate with 
a future scenario projection at 0.11°, in which the WRF 
model is forced with CMIP5 output from the EC-Earth 
global climate model, with RCP4.5 greenhouse gas and 
aerosol concentrations. Furthermore part of the EX-
PRESS-Hydro team undertook also high-resolution sim-
ulations, using again SuperMUC Petascale System, down 
to the cloud-resolving range (200 m), for high impact 
weather events (HIWE) occurring in the Mediterranean 
region, such as the recent Genoa 2011 and Genoa 2014 
flash-flood events (Fiori et al. 2014, Fiori et al. 2015, Hal-
ly et al. 2015). Fiori et al. (2015) Taking advantage of the 
availability of both observational data and modelling 
results (WRF-ARW runs) at the micro-α meteorological 
scale (2 km – 0.2 km and 1 hour or less, Orlanski, 1975), 
have provided new insights about the triggering mech-
anism and the subsequent spatio-temporal evolution of 
Genoa 2014 HIWE.

Outlook

The post-processed datasets produced in this project will 
be used as inputs for regional impact studies, in particu-
lar forcing hydrological models and ecosystem dynamics 

models over selected study areas. The data will be dis-
tributed in the framework of major international pro-
jects such as DRIHM, and the Italian Project of Interest 
NextData.

Figure 3: Genoa 2014 WRF-ARW 200 m run. Upper panel, T 2m tempera-
ture field and potential temperature isosurface (θ=293.5 K) at 6:00UTC; 
middle panel, T 2m temperature field, potential temperature isosurface 
(θ=293.5 K), and vertical velocity field cross section, at 6:00UTC; lower 
panel, T 2m temperature field, potential temperature isosurface 
(θ=293.5 K), vertical velocity field cross section, and vertical velocity 
isosurface (W=1 m s-1) at 6:00UTC.

Figure 2: Differences in the (left) annual and (right) june-july-au-
gust (JJA) precipitation climatology over the GAR between WRF and 
EURO4M-APGD for (a),(b) 0.11° run using Kain-Fritsch convection 
parameterization; (c),(d) 0.11° run using Betts-Miller-Janjic convection 
parameterization; and (e),(f) 0.037° run using explicit convection (cour-
tesy of Pieri et al. 2015).
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Introduction

The simulation of earthquakes and of propagating seis-
mic waves can target quite a variety of questions, such as 
the estimation of earthquake hazards for particular re-
gions or to study how seismic waves propagate through 
the Earth’s crust. In dynamic rupture simulations, the fo-
cus is on simulating the key process that initiates strong 
ground motions: assuming a known fault system and 
certain initial stresses, we simulate how the rupture 
process propagates along the fault, how seismic waves 
evolve from this rupture process and even how seismic 
waves interact with the rupture process. The dynamic 
rupture code SeisSol simulates such events in a coupled 
way and together with the resulting wave propagation, 
which allows for physics-driven simulation of strong 
ground motions during earthquakes. 

As a physical process, dynamic rupture covers various 
length scales. While on the fault plane the dynamic 
rupture process happens on a meter-scale, fault sys-
tems reach a couple of kilometers deep into the crust, 
and wave propagation and destructive ground shaking 
affects regions that can extend over hundreds of kilom-
eters. To capture these processes as accurately as possi-
ble, simulations with high resolution are necessary. Our 
largest simulation so far used a mesh with close to 200 
million grid cells, approximately 100 billion degrees of 
freedom and more than 200,000 time steps. Simulations 
of this size ask for petascale performance. As productive 
simulations need to study a wide range of parameters 
and thus have to be repeated again and again, optimiz-
ing the software for best-possible time-to-solution and 
achieving performance as close as possible to the ma-
chine peak is imperative. In our project, we optimized 
SeisSol for the SuperMUC phase 1 and 2 platforms, such 
that it achieved a performance of nearly 1.5 PFlop/s in 
production runs. 

Methods and Results

Turning SeisSol into a petascale-ready code required 
improvements and optimizations along the entire sim-
ulation pipeline. To perform large simulations on the full 
SuperMUC machine required a redesign of the input/
output routines. Substantial improvements in node-level 

computational performance were achieved by optimiza-
tion of all computational kernels based on a code-gener-
ation approach for the element-local matrix operations. 
Finally, parallel scalability greatly profited from moving 
to a hybrid MPI+OpenMP parallelization.

Scalable I/O for Petascale Simulations
SeisSol works on unstructured tetrahedral meshes to 
account for complicated geometries of topography and 
complex branched fault systems. The traditional work-
flow – generate such meshes from CAD models, use 
standard graph partitioning packages to compute bal-
anced partitions and read mesh file and partitioning file 

Figure 2: Overhead caused for writing the wave field output in SeisSol 
(relative to the cost of a single timestep). Notice the substantial reduc-
tion in writing times when aligning output sizes to the block size of the 
file system (by combining output from several ranks). [4]

Figure 1: Illustration of the setup for the simulation of the Landers 1992 
Earthquake. The branched fault system (in grey) is discretized with a 
resolution of approx. 200m. The coloring (yellow to red) indicates the 
increasing velocity of seismic waves in the crust.
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into SeisSol – did not scale beyond a few thousand MPI 
processes and a few million elements. We therefore de-
signed a novel two-step workflow that combines mesh 
generation and partitioning into a preprocessing tool, 
PUMgen. SeisSol can read PUMgen files using fast par-
allel I/O, such that meshes with hundreds of millions of 
grid cells are now read on the full SuperMUC machine 
in less than a minute. Similarly, SeisSol’s output routines 
were optimized by automatically reducing the number 
of writing nodes to speed up data transfer – see Figure 2.
 
Optimization of Node-Level Performance
SeisSol uses the Arbitrary-high-order-DERivative Discon-
tinuous Galerkin (ADER-DG) method for discretization 
and time stepping. Its implementation can be expressed 
via element-local multiplication of small matrices. While 
discretization matrices are sparse with fixed sparsity 
pattern, the matrix of quantities is dense, but with a 
small fixed number of columns (corresponding to the 
nine quantities of the underlying PDE system). SeisSol 
relies on code generation for these sparse-dense matrix 
operations to obtain highest-possible performance. For 
each sparse-dense operation and each occurring spar-
sity pattern, either a sparse implementation (using un-
rolling of operations) or a tailored dense matrix kernel is 
selected via an autotuning approach. Figure 3 illustrates 
the achieved performance for the LOH.1 benchmark on a 
range of Intel platforms. 

Scalability on SuperMUC
SeisSol relies on a hybrid MPI+OpenMP parallelization. 
Especially on full-machine runs, the substantial reduc-
tion of MPI ranks resulting from OpenMP parallelization 
reduced the scalability demands on the MPI system and 
led to strongly improved performance. Recently, overlap-

ping of computation and communication was imple-
mented. As a result, a recent simulation of the Landers 
1992 scenario (with 191 million grid cells and 96 billion 
unknowns) was executed [5] with a performance of 1.4 
PFlop/s on SuperMUC phase 2. The strong scaling from 
128 to 3,072 nodes (with a parallel efficiency of 94%) is 
shown in Fig. 4.

On-going Research / Outlook

We are currently working on establishing large-scale 
simulation of tsunamigenic earthquakes, for example 
the 2004 Sumatra-Andaman earthquake, with the goal 
to obtain physically consistent, time-dependent dis-
placements of the ocean floor during the earthquake. We 
plan to pipe this displacement data into highly resolved 
tsunami simulations. 

On the modelling side, SeisSol is being extended to in-
clude effects of plasticity and viscoelastic attenuation 
during wave propagation. In addition, a scalable lo-
cal-time-stepping algorithm has been implemented to 
mitigate the effects of small time steps forced by very 
fine or even degenerate grid cells [5]. To combine local 
time-stepping for wave propagation with dynamic rup-
ture will be our next step. 
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Figure 3: Performance (in GFlop/s) 
achieved by SeisSol for the LOH.1 
benchmark – given are results for 
several Intel architectures (West-
mere, Sandy Bridge, Knights Corner, 
Haswell), disretization orders 2–7, 
and varying clock frequencies. 
The dark-colored part reflects the 
amount of operations without 
padding effects. [3]

Figure 4: Percentage of peak performance obtained in a strong scaling 
experiment of the Landers scenario on 128 to all 3072 nodes of Super-
MUC phase 2. 44% and 42% of peak performance where reached when 
setting the clock frequency to 2.2 GHz or 2.6 GHz, respectively. [5]
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Introduction

Static 3D city models are well established for many appli-
cations such as architecture, urban planning, navigation, 
tourism, and disaster management. However, they do 
not represent the dynamic behavior of the buildings and 
other infrastructure (e.g. dams, bridges, railway lines). 
Very high resolution spaceborne Synthetic Aperture Ra-
dar (SAR) Earth observation satellites, like the German 
TerraSAR-X, provide for the first time the possibility to 
derive both shape and deformation parameters of urban 
infrastructure on a continuous basis.

Therefore, this project is aimed to generate 4D (space-
time) city models and their user specific visualizations to 
reveal not only the 3D shape of urban infrastructures but 
also their deformation patterns and motion.

The research envisioned in this project will lead to a 
new kind of city models for monitoring and visualiza-
tion of the dynamics of urban infrastructure in a very 
high level of detail. The deformation of different parts 
of individual buildings will be accessible for different 
users (geologists, civil engineers, decision makers, etc.) 
to support city monitoring and management and risk 
assessment.

Results and Methods

The main technique employed in the project is the so-
called differential SAR tomography (TomoSAR). For re-
trieving the 3D position and the deformation parameters 
of one pixel, we solve an inversion problem with typical 
dimension of 100x1,000,000 (the forward model matrix). 
Considering the large size of spaceborne SAR images, the 
computation over a large area is very time consuming.

With the resource of LRZ, we are so far the only team in 
the world that can produce the 3D reconstruction and 
deformation in city-scale using TomoSAR. In total, this 
project consumed 6 mio core-hours and 10 TB of storage. 
For each processing, over 500 cores are required. So far, 
we have processed the following datasets:

Table 1. Processed datasets and size

Dataset # of images Image size resolution
Las Vegas 180 11kx6k 0.6x1.1m2
Berlin 550 11kx6k 0.6x1.1m2
Shanghai 29 25kx55k 1.2x3.3m2

Among them, the Berlin dataset was reprocessed mul-
tiple times with different parameters setting. In the 
following content, some representative results are 
shown.

Figure 1. Upper: TerraSAR-X high resolution spot light image of Las 
Vegas, and lower: 3D point cloud of Las Vegas reconstructed using our 
algorithm. The color represents the high [2]-[4].
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Las Vegas
The following upper subfigure is one of the input Ter-
raSAR-X images of Las Vegas. By applying the TomoSAR 
algorithm on tens of such images, a 3D point cloud was 
reconstructed (lower subfigure). This point cloud con-
tains around 10 million points. Most importantly, each 
point contains not only the 3D position information, but 
also its deformation information (so-called 4D, but not 
shown here).

Berlin
By fusing two point clouds from different viewing angles, 
we obtain a complete coverage over an entire city. Figure 
2 is the example of Berlin. As always, each point is associ-
ated with its movement information. The combined
point cloud contains about 40 million points. The num-
ber of points exceeds 100 million, if we combine all six
reconstructed point clouds of Berlin.

4D Building Model
Figure 3 illustrates the potential of these point clouds. 
It depicts the facade model of the Bellagio hotel in Las 
Vegas reconstructed from the TomoSAR point cloud [5]. 
The points are overlaid onto the model with the color 
indicating the estimated motion parameter (here is the 
amplitude of seasonal motion caused by thermal dila-
tion). This information can be used for developing dy-
namic building models from spaceborne SAR data that 
can help to monitor individual buildings and even the 
whole city.

On-going Research / Outlook

Based on the achieved results from previous years, we 
would like to conduct further research on large area ob-
ject reconstruction from the resulting TomoSAR point 
clouds exemplified in Figure 1 and Figure 2, as well as SAR 
image filtering for improving the resolution of the cur-
rent 3D digital elevation model (DEM). This would require 
computational resource for:
• Object reconstruction algorithm developments and 

tests based on the TomoSAR point clouds;
• Scientific visualization of the reconstructed dynamic 

city models.
•  Non-local filtering of SAR images

Figure 4 is a comparison of the standard 12m TanDEM-X 
DEM and the nonlocal filtered TanDEM-X DEM. Figure 4. 
The standard 12m TanDEM-X DEM (left), and the non-lo-
cal DEM with 6m resolution (right).

Figure 3 Reconstructed 4D building façade model, amplitude of seasonal 
motion is color-coded. [unit: mm]

Figure 4. The standard 12m TanDEM-X DEM (left), and the non-local DEM 
with 6m resolution (right).

Figure 2. Fusion of two reconstructed 3D point clouds. The combined point cloud contains over 40 million points.
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Introduction

In 2015, the Computational Seismology group of LMU 
Munich intensively exploited SuperMUC HPC infrastruc-
ture in a variety of international research projects cover-
ing computational wave propagation across spatial and 
temporal scales. A high number of small- to midscale 
runs as well as certain large-scale simulations were per-
formed in order to support on-going research projects of 
the several subgroups. State-of-the-art modeling soft-
ware based on high-order accurate SEM and ADER-DG 
methods were used to gain insight for example in indus-
try related projects, as e.g. full-waveform inversion exper-
iments, for physically based seismic hazard assessment 
in high-resolution earthquake scenarios as well as in 
fundamental geophysics, as e.g. in understanding earth-
quake source physics and geophysical signals in noise re-
cordings of seismometers. Given the variety of methods 
and topics covered in the project we summarize in the 
following results, impact and outlook of the following 
subprojects in detail:

• Large-scale Full Waveform Inversion
• 3-D probabilistic sensitivity kernels to image medi-

um changes in the Earth crust
• New Computational Tools for Seismology
• Forward simulations: Seismic wave propagation and 

earthquake dynamics
• A-posteriori sub-cell limiting of Discontinuous 

Galerkin methods
• Inversion for seismic moment tensors combining 

translational and rotational ground motion data

1. Large-scale Full Waveform Inversion

Researchers
Lion Krischer, Heiner Igel (both LMU)
Collaborators
Andreas Fichtner, Christian Böhm, Saule Simute, 
Michael Afanasiev (all ETH Zürich)
Approx. Resources
1 million CPU hours, 50 million files on SCRATCH 
and WORK , 10 TB temporary storage, typically 3000 
cores per job

This on-going project strives to image the crustal and 
upper mantle subsurface structure beneath the North 
American continent and the Northern Atlantic. We 
are employing physically meaningful anelastic wave-
form simulations through three-dimensional complex  

6

Figure 1: Preliminary vsh velocity model at 100 km depth.
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media for the forward as well as the adjoint problem. 
The non-linear iterative L-BFGS inversion schema incor-
porates large amounts of data giving rise to interesting 
challenges in I/O and workflow optimization. We devel-
oped a framework to carry out these inversions in an 
efficient, reproducible, and less-error prone fashion [1]. A 
preliminary result is shown in Fig. 1. In an effort to build 
upon existing work we integrated existing models part 
of the Collaborate Seismological Earth Model [2]. After 
completion the model derived in this study will flow back 
into this collaborative model benefiting future studies. 
All waveform simulations and parts of the optimization 
procedure were carried out on SuperMUC.

2. 3-D probabilistic sensitivity kernels to image medium 
changes in the Earth crust

Researchers
A. Obermann (ETHZ), C. Hadziioannou (LMU)
Approx. Resources
400,000 CPU hours on typically 20 cores/run, 
250,000 files generated, 30 TB temporary on 
SCRATCH and 200 GB long-term storage require-
ment 

Temporal changes in the later, scattered part of the 
seismic signal, referred to as the “coda”, can be used to 
monitor perturbations of mechanical (velocity, pres-
sure, etc) or structural (change of scatterer position, 
for instance due to fracturing) properties of the crust 
and of engineering structures. Besides the detection of 
the temporal changes, an important aspect is the lo-
calization of the changes. Several studies to date have 
shown that spatial localization of medium changes on 
the horizontal plane (2-D). This method has been suc-
cessfully applied to forecast the location of upcoming 
volcanic eruptions at Piton de la Fournaise volcano, La 
Réunion Island.

In order to extend the imaging method to 3-D, we have 
run several 3-D simulations in complex media to deter-
mine the properties of the mixture of surface and body 
waves at different times in the coda, for different scatter-
ing media. We demonstrated that we can use the lapse-
time dependent behavior of the velocity changes to 
discriminate a change that occurs at the surface from a 
change at depth. This work is presented in a paper which 
has been recently submitted [3]. 

The results of our simulations also form a necessary first 
step to construct 3-D sensitivity kernels for the diffuse 
coda waves. More simulations are needed to fully char-
acterize wave propagation in scattering media, which 
will be pursued in future research. We will simulate wave 
propagation in complex media for different scattering 
properties, and for several realizations of each medium. 
The resulting information on wave type partition in the 
late part of our seismograms will be applied to construct 
sensivity kernels for the seismic coda, which in turn can 
be used to locate subsurface changes at depth, which 
opens new opportunities in seismic imaging and mon-
itoring applications.

Figure 3: A stack of global seismograms accurate to 2 seconds computed 
with Instaseis. Color encodes the data component and automatic gain 
control was employed to balance amplitude variations.

Figure 2: Parallel processing of seismological data by defining a pro-
cessing template in the form of a script that is automatically applied in 
parallel to all data contained in a single file.

3. New Computational Tools for Seismology

3.1 A New Efficient and Parallel Data Format for Seismology
Researchers
Lion Krischer (LMU)
Collaborators
James Smith1, Matthieu Lefebvre1, Wenjie Lei1, Youyi 
Ruan1, Elliott Sales de Andrade2, Norbert Podhorszki3, 
Ebru Bozdag4, and Jeroen Tromp1
1Princeton, 2University of Toronto, 3Oak Ridge  
National Laboratory (ORNL), 4University of  
Nice – Geoazur
Approx. Resources
200 000 CPU, 10 TB storage requirements on WORK

The full waveform inversion study of section 1 and re-
quirements of various persons and groups in seismology 
made it abundantly clear that our community requires a 
new and exchangeable data format and associated tools. 
Some problems require data from a very large number of 
stations. Using existing data formats potentially results 
in the creations of millions of files which are cumber-
some, error-prone, as well as slow and inefficient to work 
with. The developed format also solves other problems 
like data provenance and easier exchange of informa-
tion. The ASDF format (http://seismic-data.org, [4]) has 
been designed with the goal to enable fast and parallel 
processing. We developed an adapter for the widely used 
waveform propagation code SPECFEM 3-D GLOBE to 
write and read the ASDF format. Additionally, we devel-
oped a Python API granting parallel data processing abil-
ities to users without needing to know anything about 
parallel programming or MPI, see Fig. 2. These programs 
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and certain designs decisions of the format have been 
influenced by tests run on SuperMUC and we have the 
hope that they benefit the whole seismological commu-
nity for times to come.

3.2 Instaseis
Researchers
Lion Krischer (LMU), Simon Stähler (LMU),  
Kasra Hosseini (LMU)
Collaborators
Martin van Driel (ETH Zurich), Tarje Nissen-Meyer 
(Oxford)

Instaseis (http://instaseis.net, [5]) enables the rapid, al-
most instantaneous, calculation of fully three-dimen-
sional seismograms for arbitrary source-receiver ge-
ometries on the whole globe. The trade-off is that the 
structural model has to be spherically symmetric, a prop-
erty which we explicitly use. Special wavefields are pre-
computed by using the axisymmetric spectral element 
code AxiSEM [6]. These can reach sizes of more than 10 
TB requiring advanced I/O strategies and are stored in 
NetCDF files. SuperMUC has been used to calculate a 
range of these databases which in turn already enabled 
a couple of other studies [7], [8].

4. Forward simulations: Seismic wave propagation and 
earthquake dynamics

Approx. Resources
5 million CPUh, on average 500 cores/run, 1 million 
files, 20 TB storage requirements on SCRATCH and 
WORK

4.1 Statistical analysis of ground motion and source 
dynamics of a 3-D dynamic rupture scenario for the 
Northridge 1994 earthquake 

Researcher
A.-A. Gabriel (LMU)
Collaborator
T. Kühn, A. Stöcker, F. Scheipl (Statistics, LMU)

200 high-resolution simulations of dynamic earthquake 
scenarios for the 1994 Northridge event based on [16] 
were performed with the ADER-DG based software pack-
age SeisSol (www.seissol.org) on SuperMuc and subse-
quently statistically analyzed to find computationally 
efficient approximations of the non-linear relations be-
tween earthquake source processes and ground shaking 
as well as of macroscopic earthquake source parameters 
with each other (see Fig. 4). The scenarios varied in initial 
conditions in terms of fault friction and strength as well 
as tectonic background stresses. The statistical analysis 
required automatized memory-intensive post-process-
ing of large data amounts and were performed on Super-
Muc as well. The employed statistical analysis included 
gradient boosting for parameter selection and yielded in 
a profound analysis of flexible statistical (GAM) models 
compared to simple 2-D analytical models previously de-
veloped.

4.2 Development of a high-frequency 3-D dynamic earth-
quake scenario for petascale simulations on heterogene-
ous supercomputers

Researchers
C. Pelties, A.-A. Gabriel (LMU)
Collaborators
A. Breuer, S. Rettenberger, M. Bader (TUM), A. Hei-
necke (Intel)

Modeling dynamic earthquake rupture (on meter scale) 
coupled to seismic wave propagation (on scales of hun-
dreds of kilometers) requires a multiscale and non-linear 
multi- physics approach. Realistic model setups should 
acknowledge topography, 3-D geological structures, rhe-
ology, and fault geometries with appropriate stress and 
frictional parameters (Fig. 5), all of which contribute to 
complex ground motion patterns. A fundamental chal-
lenge hereby is to model the high frequency content of 
the three-dimensional wave field. Given the lack of in-si-
tu observations from the seismogenic zone, tens of lower 
resolution test scenarios (up to 1 Hz) were performed with 
SeisSol in the scope of this project varying fault strength 
and tectonic initial conditions. The model outputs were 

Figure 4: Particle velocity across the curved earthquake source of 3 
typical realizations of a Northridge event scenario fitted by 3 statistical 
models of increasing complexity. 

Figure 5: Tetrahedral discretization of the Landers fault system including 
all ruptured segments embedded in a realistic geological structure 
including topography. 

6
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compared to indirect earthquake observations yielding 
in the preferred model which was ran as a multi-petaflop 
simulation enabling the observation of high-detail rup-
ture evolution and ground motion frequencies up to 10 Hz 
relevant for civil engineering purposes [17].

4.3 Off-fault plasticity with SeisSol 
Researchers
S. Wollherr, A.-A. Gabriel (all LMU)
Collaborator
P.M. Mai (KAUST)

Rock and other solids undergo permanent deformation 
when stresses reach some critical value. High stress 
concentration during dynamic rupture simulations 
are typically observed around the fault and may be in 
reality large enough to cause failure of off-fault mate-
rials. In order to create realistic earthquake scenarios, 
we included off-fault plastic yielding into SeisSol. We 
successfully implemented the Drucker-Prager yield cri-
terion with viscous regularization. The effectiveness of 
plastic yielding is very sensitive to the viscoplastic re-
laxation coefficient which is itself dependent on mesh 
discretization and S-wave speed. In order to investigate 
its effect with respect to the mesh discretization and 
order of accuracy, we ran several simulations for param-
eter studies.

The ADER-DG method is especially suited for complex 
geometries by enabling unstructured tetrahedral mesh-
es. In this context, we investigate in a large-scale earth-
quake scenario the effects of off-fault-plasticity on the 
branched fault zone structure of the 1992 Landers earth-
quake. Compared to a purely elastic setup, plastic rock 
deformation does not only influence the step-over times 
but also the location of the rupture jumps in depth (Fig. 
6). Previous studies already investigated the influence of 
off-fault yielding on the activation of branched faults in 
two-dimensions; however we find important 3-D effects 
of plasticity on the rupture behavior in depth. Therefore 
we plan to study the activation of branches and the prob-
ability of rupture to jump to adjacent fault segments 
especially in three dimensions. These simulations will 
be computationally expensive, but will help to constrain 
the conditions under which rupture is able to jump or to 
propagate into branches and as a consequence to con-
strain the dimension of a potential earthquake on a com-
plex fault system.

4.4 Earthquake ruptures on self-similar fractal faults 
Researchers
T. Ulrich, A.-A. Gabriel (both LMU)

The waviness of faults’ surfaces has been observed over 
large ranges of length-scales, from the microscopic to 
regional scales. We would like to better understand the 
effects of this geometric complexity on earthquake rup-
ture processes by simulating earthquakes on complex 
faults using SeisSol. A snapshot of a rupture propagating 
on such a fault is presented in Fig.7. Rough fault simula-
tions are computationally intensive. In fact, the smallest 
features of the fault geometry have to be captured by 
the mesh in order to efficiently assess the effect of them 
on the rupture. Typically, a 10 second simulation of an 
earthquake propagating across a 40 km long fault, char-
acterized by a 500 meter roughness scale requires a 20 
million element mesh (50m mesh discretization on the 
fault) and runs in approximately 3 hours on 256 nodes 
on SuperMuc 2 (order 4 in space and time) [18]. We plan a 
dozen of simulations of this kind, for getting answers to 
the following fundamental questions:
• Is the rupture process mostly influenced by a specific 

band of roughness scales? 
• To which accuracy do we have to know the complex 

geometry to accurately simulate the rupture process? 
• Would rupture scenarios presented in previous publi-

cations be profoundly affected if some small-scale ran-
dom roughness would be added to the geometry?

The installation of SuperMuc 2 enabled larger hybrid-
ization of SeisSol and thus higher efficiency one large 
meshes. Furthermore, the output files are less divided 
and easier to postprocess, because we can use a small-
er mesh partitions per core. A SuperMuc machine “next 
generation” will allow modeling small scales features in 
large scale scenarios, for example caused by wave scat-
tering in the domain which will allow more realistic 
ground motion simulations with high complexity. Big-
gest limitations in this project is the visualization and 
post-processing of simulation results on highly parti-
tioned unstructured meshes.

Figure 7: Slip-rate snapshot in the direction of slip of a typical rough 
fault. The initially circular rupture front has been split in several pulses 
by the geometrical barriers encountered along its way, leading to a 
complex but realistic rupture process.

Figure 6: Accumulated plastic strain 
around the Landers fault focusing on 

the first fault segment.

Computational Wave Propagation
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4.5 Simulation of a 2004 Sumatra earthquake scenario
Researchers
T. Ulrich, B. Madden, S. Wollherr, A.-A. Gabriel  
(all LMU)

In the framework of the ASCETE project (www.ascete.
de), we are developing physically realistic dynamic rup-
ture scenarios of the 2004 Sumatra earthquake [19]. 
The ground displacements generated with SeisSol will 
be used by our ASCETE partners, to conduct large scale 
tsunami simulations. Dynamic simulation of this 1300 
to 1500 km rupture is a computational and geophysical 
challenge. In addition to capturing the large-scale rup-
ture, the simulation must resolve the process zone at the 
rupture tip, whose characteristic length is comparable 
to smaller earthquakes and which shrinks with prop-
agation distance. Thus, the fault must be finely discre-
tized. Moreover, previously published inversions agree 
on a rupture duration of ~8 to 10 minutes, suggesting an 
overall slow rupture speed. Hence, both long temporal 
scales and large spatial dimensions must be captured. 
As a consequence, we expect even the first test simu-
lations, in which we will try different stress conditions, 
fault geometries and friction properties, to be already 
computationally intensive (probably a few hours on 128 
nodes each, on phase 2). The most realistic scenario will 
be simulated using a larger mesh and higher space-time 
order in a petascale simulation. The setup combines the 
detailed geometry of the subducting fault proposed 
by Slab1.0 to the south and aftershock locations to the 
north, with high-resolution topography and bathymetry 
data. Due to the lack of near-field observations, these 
simulations will be constrained by the overall charac-
teristics of the rupture, including the magnitude, prop-
agation speed, and extent along strike. The possibility of 
inhomogeneous background stress, resulting from the 
curved shape of the slab along strike and the large fault 
dimensions, will be investigated, as will the possible acti-
vation of thrust faults splaying off the megathrust in the 
vicinity of the hypocenter (Fig. 8). 

4.6. Simplified subduction zone scenarios for coupled 
dynamic earthquake rupture and tsunami simulations
We are currently validating this new coupled framework 
between a dynamic earthquake within Earth’s crust and 
the resulting tsunami wave within the ocean using a 
simplified model setup. The SeisSol earthquake simu-
lation will be coupled to an adaptive mesh discretizing 
the shallow water equations with a Runge-Kutta discon-
tinuous Galerkin (RKDG) scheme subsequently allowing 
for an accurate and efficient representation of tsunami 
evolution and inundation at the coast. The simplified 
earthquake model of Fig. 9a incorporates the most fun-
damental features of a subduction zone earthquake, but 
also is as simple as possible, to facilitate setting-up the 
workflow between the codes, and to understand the 
main features of the chain of events. To allow faster runs, 
a small fault model is preferred. Nevertheless, the respect 
of some fundamental features of the subduction earth-
quakes requires that the fault is not too small. In fact, 
subduction zone faults are characterized by low dipping 
angles and large depth spans: their average dip angle is 

about 20 degrees, and their average seismic depth range 
spans from 10 to 45 km. In addition, slip can occur in the 
shallowest 10 km of the fault, where the material rheol-
ogy theoretically do not favor rupture propagation (e.g. 
the 2011 Tohoku earthquake in Japan). As a consequence, 
we use an along-dip dimension of 130 km that intersects 
with the sea floor in order to capture these fundamen-
tal megathrust characteristics in preparation for more 
complex models.The resulting seafloor displacements 
along an initially planar (and later realistic) bathymetry 
profile will be transferred to the tsunami setup with an 
initially simple coastal run-up profile. Once validated in 
this simplified setup, we will constrain the earthquake 
initial stress and strength conditions from realistic and 
physically consistent seismo-thermo-mechanical mode-
ling on long timescales. Fig. 9B compares the simulated 
surface displacements profiles, considering elastic and 
plastic constitutive laws. The vertical surface displace-
ments are found to be significantly influenced by off-
fault plasticity newly implemented into SeisSol, which 
may have important implications for tsunami genera-
tion and propagation.

4.7 Benchmarking of the ADER-DG method for advanced 
dynamic rupture scenarios

Researchers
T. Ulrich, S. Wollherr, A.-A. Gabriel (all LMU)

The goal of simulating rupture on a fault and the re-
sulting wave propagation in a medium is to get a better 
insight into the complex physical processes during an 
earthquake. Ideally, we could compare the results of our 
simulations  with real earthquake data in order to verify 

Figure 8: Snapshot of the current state of the Sumatra model, where is 
detailed the main fault (yellow), part of the complex ground surface, 
and two splay fault that may or may not have slipped.

Figure 9: (a) Model set-up featuring a curved, shallowly dipping fault, in 
homogeneous elastic half space. (b) Vertical surface displacements pro-
files, transversely to the center of the fault, are presented for the elastic 
(blue) and plastic (case). In case of plasticity, the surface displacement is 
shifted laterally from the trench. The peak of vertical surface displace-
ment is slightly higher in case of plasticity.
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the numerical approach. But in most cases there is a lack 
of observation close to large earthquakes. In addition to 
that, there doesn’t exist an analytical solution even for 
the simple most dynamic rupture problem.

Extending the recent verification of SeisSol [20] and in 
order to verify for example the implementation of new 
features in SeisSol such as off-fault plasticity or the use 
of rough fault geometries it is crucial to compare our re-
sults with the results of other dynamic rupture codes. We 
use therefore test problems of the Dynamic Earthquake 
Rupture Exercise (http://scecdata.usc.edu/cvws/) creat-
ed by the South California Earthquake Center (SCEC) and 
compare amongst others the synthetic ground motions 
as well as the slip and stresses on the fault for numerical-
ly simulated earthquakes.

• Benchmark tests using off-fault plasticity
Off-fault plasticity was verified by two benchmark set-
ups: We achieved very good accordance in comparison to 
other codes for a  strike-slip scenario and a scenario with 
a 30° dipping fault. The later test case proves the ability 
of SeisSol to use the new implementation in subduction 
zone scenarios with dipping angles of even less than 30° 
where plasticity might influence the resulting floor-up-
lifting.

• Benchmark tests using rough faults
The ability of SeisSol to accurately simulate ruptures on 
complex fault geometry has been assessed. Some bias 
on the fault normal stress is observed in case of rough 
faults, particularly if the order of accuracy in space is 
high. We think it may be related to the low order of the 
mesh, which is composed of straight faces tetrahedron. 
Nevertheless, the ability of SeisSol to simulate such kind 
of rupture is not compromised, if some rules are respect-
ed. In particular, to increase accuracy, refining the mesh 
should be preferred, rather than using a higher space 
accuracy of the elements. In fact, a higher element or-
der ensures a better efficiency of the code, and a better 
accuracy of the waves propagation, but could result in a 
lower accuracy of the rupture process in case of strong 
geometric complexity.

• Benchmark tests using 1D velocity structure
Two 1D layered benchmarks featuring a planar strike-slip 
fault was tested using SeisSol. In the first benchmark, the 
material properties were constant inside each layer. On 
the other hand, the second benchmark was a bit more 
demanding, as it featured linearly increasing properties 
inside some of the layers. The possibility of using varying 
properties inside an element is a feature that has been 
abandoned by SeisSol. As a matter of fact, the layers with 
linearly varying properties had to be meshed finely. The 
obtained results were in good agreements with the oth-
er codes.

• Benchmark tests using  a low-velocity zone  
around the fault
The most recent benchmark features a relatively thin 
zone of low-velocity around a planar strike-slip fault. The 
low-velocity properties are accounting from the damage 

The low-velocity properties stemming from rock damage 
induced by previous earthquakes. The obtained results 
are in good agreements with the other codes.

4.8 Evaluating effects of detailed fault geometries on 
Landers earthquake dynamics

Researcher
B. Madden (LMU)

Understanding the influence of source structures on 
earthquake behavior is critical for earthquake forecasts 
and ground motion characterizations. Of primary impor-
tance is how segmented fault systems host earthquakes. 
After compiling slip date from 30+ earthquakes, [23] finds 
that 3-4 km is the upper limit of step distances across 
which an earthquake will continue to rupture. However, 
the scatter in the results suggest that step distance is not 
the only parameter affecting slip transfer. We consider 
the role of secondary faults in transferring slip across the 
step by modeling the M7.3 Landers earthquake, which oc-
curred in the Mojave Desert of southern California, USA 
in 1992 (Fig. 10a). This earthquake ruptured segments of 
5 different right-lateral, strike-slip faults, resulting in a 
complex surface slip and aftershocks (Figure 10b). One of 
these faults is the 4 km long Landers-Kickapoo Fault (LKF) 
within a 3 km releasing step between the Johnson Valley 
Fault to the southwest, where the earthquake nucleated, 
and the Homestead Valley Fault to the northeast. Both of 
these faults slipped only along a portion of their length. 
Quasistatic, boundary element method models incorpo-
rating 3-D, non-planar faults, suggest that slip along the 
LKF is required to transfer slip through the step [21]. These 
models incorporate a refined fault geometry along the 
southern part of the rupture that includes a dipping John-
son Valley Fault and a discontinuity between the LKF and 
the Homestead Valley Fault (Figure 11a). However, these 
models cannot evaluate the role of acceleration and trig-
gering from seismic waves emitted from the rupture tip, 
which may allow the rupture to jump the step, with slip 
along the LKF following the initiation of slip on the far side 
of the step. Using SeisSol, we are evaluating under what 
conditions the rupture jumps the step and if and when 
the LKF is required to transfer slip. SeisSol accommodates 
the complex, 3-D fault shapes used in the quasistatic mod-
el, as well as a fully connected, vertical structural model 

Figure 10: (a) Location and (b) surface rupture with aftershocks of the 
1992 Landers earthquake.

Computational Wave Propagation
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(Figure 11b, only southern part of rupture where structures 
differ are shown, the star is hypocenter). We evaluate how 
these different structural models affect rupture dynam-
ics in order to address the role of the LKF in allowing this 
earthquake to move from the Johnson Valley Fault to the 
Homestead Valley Fault, and therefore become a much 
larger earthquake than was expected for the region based 
on individual fault lengths alone [22].  

4.9 Oceanic Love wave excitation
Researchers
C. Hadziioannou, D. Ziane

Longuet-Higgins (1950) proposed that secondary micro-
seismic noise can be attributed to oceanic disturbances 
by surface gravity wave interference causing non-linear, 
second-order pressure perturbations at the ocean bot-
tom. In order to complete preliminary work on “Inves-
tigating the generation of Love waves in secondary mi-
croseisms using 3-D numerical simulations” (presented 
in [15]) numerous further simulations need to be per-
formed to cover a meaningful parameter range. In par-
ticular, we will investigate and quantify the effects of the 
statistical properties magnitude of perturbation, corre-
lation lengths and fractal dimensions for both, internal 
scattering and bathymetry variations.

5. A-posteriori sub-cell limiting of Discontinuous Galer-
kin methods

Researcher
M. Dumbser (Trento)

5.1 Introduction
The numerical solution of hyperbolic problems is required 
in several physical and technological applications involv-
ing fluid dynamics, multiphase flows, air flows around 
aircraft or cars, astrophysical flows, free surface flows, 
environmental and geophysical flows. Among numerical 
methods developed to solve hyperbolic problems, there 
are Discontinuous Galerkin (DG) methods. DG methods 
are very robust and they show high flexibility and adap-
tivity strategies in handling complex geometries. In addi-
tion, they also verify an entropy condition which confers 
them nonlinear L2 stability. Unfortunately, DG schemes 
suffer from a serious problem, which has negatively af-
fected their popularity. Namely, they produce oscillations 
as soon as a discontinuity, such as a shock wave, appears 
in the solution (Gibb’s phenomenon). 

In this project, we have proposed and successfully ap-
plied a completely new strategy [9], which is based on 
the so-called MOOD paradigm [10]. In practice, we verify 
a-posteriori the validity of a discrete candidate solution 
against physical and numerical detection criteria after 
each time step and for those troubled cells that need 
limiting, our new limiter approach re-computes the dis-
crete solution by scattering the DG polynomials at the 
previous time step onto a set of suitable finite volume 

sub-cells per space dimension. In this way, the Gibbs phe-
nomenon is essentially suppressed and the high accura-
cy of the solution is preserved. 

When combined with Adaptive Mesh Refinement (AMR) 
[11], the new scheme allows for an unprecedented ability 
in resolving even the finest details in the dynamics of the 
fluid. The whole approach has been applied to
• The Euler equations of gas dynamics [9];
• The magnetohydrodynamics equations, both classical 

[11] and relativistic [12], with very interesting potential 
applications to astrophysical systems;

• The compressible Navier-Stokes equations [13], exploit-
ing a novel hyperbolic formulation of continuum me-
chanics.

5.2 Results and Methods
The new a-posteriori DG limiter method presented by [9] 
and implemented in this project 
1. Computes the solution by means of an unlimited AD-

ER-DG scheme, which represents the discrete solution 
in terms of piecewise polynomials of degree N.

2. Detects a-posteriori the troubled cells by applying a 
simple discrete maximum principle and by checking 
the positivity of density and pressure, 

3. Creates a local sub-grid within these troubled DG cells, 
each of which is composed by Ns=2N+1 sub-cells. 

4. Re-computes the discrete solution at the sub-grid lev-
el via a more robust Total Variation Diminishing (TVD) 
or Weighted Essentially Non Oscillatory (WENO) finite 

Figure 11:Structural models of the southern Landers rupture: (a) Dipping 
and disconnected,  (b) fully connected and vertical. Only southern 
part of rupture where structures differ are shown. Star is earthquake 
hypocenter.

Figure 12: Two-dimensional Riemann problem solved with DG-P5
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volume scheme. The final non-oscillatory DG solution 
on the main grid is then recovered from the sub-cell 
averages by means of a finite-volume reconstruction 
operator that acts on the cell averages of the sub-grid.

The choice of Ns=2N+1 sub-cells is specifically meant 
to allow a perfect matching of the maximum admissi-
ble time step of the finite volume scheme on the sub-
grid with the maximum admissible time step of the DG 
scheme on the main grid, and to minimize the local trun-
cation error. 

The numerical scheme briefly described above has been 
implemented in Fortran 2003 and parallelized through 
standard MPI. The spectacular resolution properties of 
the new scheme have been shown through a wide num-
ber of test cases performed in two and in three space 
dimensions, for the Euler equations of compressible gas 
dynamics and for the magnetohydrodynamics (MHD) 
equations, the latter both in the Newtonian and in the 
special relativistic regime, as well as on a new unified 
model of continuum mechanics that is able to describe 
viscous fluids and elastic solids at the same time [13]. 
A limited sample of these results, fully available in ref-
erences [9], [11], [12], [13] is reported in Fig. 12, Fig. 13 and 
Fig. 14. Collecting references [9], [11], [12] and [13], an ap-
proximate number of ~100 models have been evolved. 
Typically, excluding the simplest 1D models and the most 
expensive 3-D models, 1024 cores per job have been used, 
every model generating ~150 files on average.

At the heart of our DG scheme there is a local predictor 
step, which allows to perform the time update through 
a single time-step. This is particularly advantageous in 
terms of MPI communications, and it is also very reward-
ing when AMR is also activated. All these features have 
been fully exploited on SuperMuc. In three space dimen-

sions, and when the degree of the DG polynomial is very 
large (N > 6), the memory usage can become an issue, 
and we have found convenient to resort to the fat-node. 

5.3 On-going Research / Outlook
SuperMUC computational resources have been funda-
mental for the development of this innovative project, 
providing an ideal infrastructure both in terms of com-
putational efficiency and data storage. 

For the near future, we plan to further exploit our ap-
proach in a recently proposed numerical model of con-
tinuum mechanics [13], able to treat within a single 
framework the dynamics of inviscid and viscous com-
pressible Newtonian and non-Newtonian fluids with 
heat conduction, as well as the behavior of elastic and 
visco-plastic solids.

6. Inversion for seismic moment tensors combining 
translational and rotational ground motion data

Researchers
S. Donner, M. Bernauer, H. Igel (all LMU)
Approx. Resources
1 TB storage requirement on WORK

Reliable earthquake source mechanisms are a funda-
mental key element in seismology for several applica-
tions. They do not only provide us with information on 
the processes within the source which are used to better 
understand how, where, and when earthquakes occur. 
They are also an important input for further analysis, 
such as seismic hazard studies or Earth tomography. 

Especially on a regional scale the waveform inversion for 
seismic point-source moment tensors still faces several 
difficulties. These difficulties include e.g. a sparse and 
unfavorable data coverage, the necessity of a detailed 
structural model, and low signal-to-noise ratios, espe-
cially for smaller earthquakes (M<4.5). Thus, the resolv-
ability of the moment tensor from inversion is reduced. 
Often, intense constrains are necessary to obtain a reli-
able solution and the full power of the moment tensor 
method is not exploited. 

To increase the resolution of the moment tensor com-
ponents and the centroid depth we included rotation-
al ground motion data in addition to the conventional 

Figure 13: Lamb’s problem, solved with ADER-DG P4 scheme using a new 
unified model of continuum mechanics that is able to deal with both, 
fluids and solids.

Figure 14: Distortion tensor in the Taylor-Green vortex problem, solved 
with ADER-DG-P3 using a new unified model of continuum mechanics 
that is able to deal with both, fluids and solids.

Computational Wave Propagation
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translational ground motion data into waveform inver-
sion for the moment tensor. In accordance with theoret-
ical considerations we could show that the inversion of 
the combined data set provide substantially more infor-
mation on the moment tensor. Especially, the resolution 
of parameters containing spatial derivatives with depths 
improved drastically. Moreover, our study demonstrated 
the possibilities of determining highly improved results 
with only half the number of stations, which is an im-
portant factor concerning e.g. maintenance (see Fig. 15). 
To face the difficulties of the inversion problem and ob-
tain quantifications of uncertainties we applied a Bayes-
ian, i.e. probabilistic, approach. The computational ex-
penses of such an approach depend on the availability 
of modern high performance computing systems. The 
result will be published in [14].
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lution using half the number of stations but the same amount of data.
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Introduction

The biological functions of all proteins are intrinsically 
linked to their structure, their interactions with other pro-
teins, and their conformational dynamics. This is particu-
larly true for integral membrane proteins that are involved 
in all kinds of communications between the inside of a cell 
and its exterior. Hence, a deep understanding of these mo-
lecular machines is of utmost importance. Unfortunate-
ly, membrane proteins are notoriously difficult to study 
by experimental methods. Computational approaches 
like molecular dynamics (MD) simulations provide those 
insights at a level of detail unreachable by experimental 
approaches. However, this level of detail is connected to a 
high demand on computational resources only offered by 
modern high performance (HPC) clusters.

Results and Methods

We applied MD simulations to study the membrane-em-
bedded parts of certain membrane proteins, in order to 
understand the relationships between their structure, 
conformational dynamics, and functional properties [1]. 
The central questions and results are summarized in 
Fig.1.

In a first project, the conformational dynamics of the 
transmembrane helix of the amyloid precursor protein 
(APP) was investigated. APP is cleaved proteolytical-
ly by γ-secretase forming small toxic peptides that are 
thought to underlie the etiology of Alzheimer’s disease. 
Understanding the molecular architecture of the APP 
transmembrane helix and its link to cleavage is therefore 
of utmost importance for understanding the first steps 

leading to this disease. To simulate 
the environment in the active site 

of the enzyme, the dynamics of 
the substrate helix was stud-

ied in a membrane mimick-
ing solvent, containing a 

low percentage of water. 
Building on our previ-

ous work [2], we char-
acterized bending 

7

Fig. 1 Dynamics and interactions of single-span transmembrane domains (TMDs). (A) Large-amplitude backbone motions of the TMD of wild type 
(WT) APP and its T43I mutant, which is linked to heritable Alzheimer’s disease. The removal of a stabilizing side-chain to main-chain hydrogen bond 
increases helix bending around a central hinge. (B) Bilayer restructuring around the charged N-terminus of a de novo designed highly flexible model 
TMD. Areas in red (blue) colour indicate increased (reduced) lipid density as compared to bulk. Shown are also snapshots of TMD-lipid arrangements 
from the first (a) and second shell (b). (C) Water (van der Waals spheres) linking the transmembrane helices of quiescin sulfhydryl oxidase II via 
hydrogen bonding to serine residues.
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motions at a hinge within the transmembrane helix and 
their modification by primary structure changes, some of 
which are linked to heritable Alzheimer’s disease (Fig. 1A). 
Our results [2-5] thus provide insights into the mech-
anism by which such mutations cause the disease. 
Moreover, our results suggest an entirely new model 
of intramembrane proteolysis were reaching a cleav-
age-competent state requires searching a complex ener-
gy landscape by the substrate/enzyme complex, rather 
than simply local unfolding of the substrate around its 
cleavable bond. This novel view prompted formulation 
of a number of computational and experimental ap-
proaches in a collaborative research program which is 
now funded by DFG (research unit 2290 “Understanding 
Intramembrane Proteolysis”).

The computational challenge lies in the sufficient explo-
ration of the protein’s conformational space. We tackle 
this problem using multiple (> 150) independent copies 
of the simulation system, combined with Markov-State 
modeling. Up to now an aggregate time of 20 micro-
seconds has been reached and will be further extended 
by adaptive sampling runs. To handle this large number 
of jobs in parallel we used a MPI based job farming ap-
proach. Therefore, we applied the Redisexec framework 
developed by the LRZ, which allows the implementation 
of complex dependency trees between simulations. We 
generally used 40k cores (peak 60k) without any major 
performance loss. Our work will be continued in project 
pr48ko which has been granted 35 mio core-h by the 
Gauss Collaboration in November 2015.

In a second project, we have been investigating a set of 
paradigmatic transmembrane helices de novo designed 
by mixing different types of amino acids in order to ob-
tain different extents of conformational dynamics in 
the helices. While earlier simulations have revealed how 
primary structure dictates helix dynamics, we have now 
accumulated extensive simulations in membranes (ag-
gregate time > 50 microseconds). These long simulation 
times are necessary to achieve sufficient convergence 
of the membrane environment. This project benefited 
from the enhanced performance of SuperMUC as com-
pared to previous HPC systems. The production of >60 
nanoseconds/day reduced the time necessary for such 
simulations from several months to only a few weeks. 
We used both single-component lipid membranes as 
well as complex lipid mixtures. While a detailed analysis 
is still ongoing, our preliminary results indicate that i) a 
membrane environment rigidifies a helix, ii) lipids pref-
erentially interact with the peptides via electrostatic in-
teractions at the membrane/lipid head group interface, 
and iii) peptide/lipid interaction is a two-way-process 
whereby the helices are influenced by lipids and vice ver-
sa (unpublished results) (Fig. 1B). We hope to clarify how 
helix dynamics and peptide/lipid interactions affect cer-
tain functional properties of the helices known from ex-
periments, such as their ability to fuse lipid membranes 
and to flip individual lipid molecules across a bilayer. The 
results will shed light on both of these elementary, and 
currently ill-understood, processes in cell biology, the 
ability of certain proteins to fuse membranes in cellular 

secretion as well as in redistributing lipid molecules af-
ter their synthesis at intracellular membranes. We plan 
to extend this work in order to probe the relevance of our 
model studies for natural membrane proteins in physio-
logical membrane environment (project pr92so).

In a third project we have investigated the self-interaction 
of the transmembrane helix of quiescin sulfhydryl oxidase 
II, an enzyme that is important in protein folding in differ-
ent subcellular compartments. Originally inspired by bio-
informatic analysis that identified a conserved face of its 
transmembrane helix, we have confirmed the relevance of 
the conserved residues for self-interaction using a bacte-
rial reporter system. To better understand the molecular 
nature of the interface between the helices, we performed 
atomistic MD simulations in a bilayer system mimicking 
a cellular membrane. While the molecular model is fully 
consistent with the experimental data, it identified an in-
teresting new feature. One, two, or three water molecules 
entered the helix-helix interface during the simulation via 
the apolar lipid membrane thus forming an interhelical 
hydrogen-bonding network that appears to stabilize this 
helix dimer (Fig. 1C). The entrance of water into the hydro-
phobic interior of the membrane is a rather slow process. 
In our simulations we could overcome the time barriers by 
running many simulations from different start conditions. 
In addition, the simulations revealed binding of certain li-
pid types to ionizable and polar residues of the transmem-
brane domain. It appears therefore as if the propensity of 
these helices to form a dimer might be modulated by in-
terfacial water and/or by binding of lipid molecules to the 
helices (in print). 

Conclusion

In conclusion, MD simulations provide an extremely val-
uable atomistic view onto the inner workings of molec-
ular machines that support the life of cells in multiple 
ways. No other approach can provide the molecular de-
tail attained by atomistic simulations. Clearly, however, 
the major current goal is to reach simulation times that 
come close to biologically relevant times.
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Introduction

The identification of genetic factors that are responsible 
for complex diseases in humans is an important albeit 
challenging task. Finding the genes responsible for a cer-
tain disease opens the perspective to development of a 
causative therapy, for example by means of a new med-
ication that acts on the corresponding drug target, or to 
enable approaches to individualized treatment or pre-
vention. There are two major types of study designs used 
for the genetic mapping of diseases and related quan-
titative traits: Linkage analysis and association analysis. 
Linkage analysis is based on the co-segregation, i.e., joint 
inheritance, of a genetic marker locus and a trait locus 
(disease gene) through a family, also called pedigree. On 
the other hand, association analysis relies on assessing 
allele frequency differences between affected and unaf-
fected individuals, or between individuals with different 
levels of a quantitative phenotype, either in unrelated 
individuals or nuclear families. Here, an allele refers to 
a particular genetic configuration at a certain position 
within the genome. Whereas association analysis is well 
suited to localize genetic variants that are common in 
the studied population (i.e., occur at a frequency of at 
least 5%), linkage analysis has good potential to map rare 
genetic variants, which can be enriched in the sample by 
using families instead of unrelated persons.

Along these lines, with our SuperMUC project we aimed 
at contributing to the dissection of complex human 
diseases by further development and application of 
gene-mapping analysis methods using disease pheno-
types and large-scale ‘omics data, including a substantial 
number of genetic as well as epigenetic markers. While 
an individual inherits the genetic information (coded 
within the deoxyribonucleic acid or DNA) from the par-
ents, epigenetic marks can be either inherited or newly 
set during an individual’s life. Here, with regard to epig-
enomics, we focus on methylation levels of DNA, which 
are not only important for gene regulation but also for 
the control of genomic imprinting [1]. This epigenetic ef-
fect leads to preferential expression of the copy of a gene 

that has been inherited either from the father or from 
the mother [2]. The first part of our SuperMUC project, 
which we describe in detail here, involved systematical-
ly evaluating the relation between genetic and epige-
netic markers. In particular, a genome-wide association 
analysis was performed for methylation levels at many 
positions, so-called CpG sites, throughout the genome. 
This led us to gain important information regarding 
which genetic markers play a role in setting epigenetic 
patterns, and thereby ultimately help understand the 
mechanisms by which genetic markers contribute to 
determining gene expression and, if altered abnormally, 
how they contribute to the development of diseases. Our 
analyses are based on the population-based KORA study 
(Collaborative Research in the Region of Augsburg), for 
which disease phenotypes, life-style factors and large-
scale ‘omics data are available. Hence, the KORA study 
represents a unique epidemiological data resource that 
is well suited to address our research question.

Genotypes and DNA Methylation

There is considerable interest in the field of epigenetics, 
not only in developmental biology and cancer where it 
continues to uncover mechanistic insight and novel di-
agnostic and prognostic biomarkers, but more broadly in 
relation to many common complex diseases in humans. 
Epigenetics has gained prominence with respect to how 
the environment and lifestyle impact upon disease risk, 
in the field of developmental origins of adult diseases 
and in age-related functional decline. A major challenge 
facing the field of epigenetics is deciphering the contri-
bution of genetic variation to epigenetic variation. Sever-
al examples of single-nucleotide polymorphisms (SNPs) 
associated with DNA methylation have already been 
reported suggesting that the inter-individual variability 
of DNA methylation is frequently shaped by genetic var-
iation. A study on DNA methylation of cytosine-guanine 
dinucleotide (CpG) islands on chromosome 21 in leuko-
cytes from healthy individuals observed a strong correla-
tion between DNA methylation and genotype [3]. Along 
this line, a recent study in humans identified several cas-
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es of allele-specific DNA methylation at nonimprinted 
gene loci, where the methylation status of each allele 
was likely controlled in cis by the local DNA sequence 
[4]. Therefore, allele-specific methylation represents an 
epigenetic pathway of how genetic polymorphisms may 
lead to phenotypic variability [3]. So far the relation be-
tween genotypes and DNA methylation has only been 
investigated for specific genetic regions.

We analyzed the influence of genetic variants on meth-
ylation intensity in cis and trans on a genome-wide 
scale. To this end, 1800 individuals of the KORA F4 study 
(Collaborative Research in the Region of Augsburg) with 
methylation data for 440,000 CpG sites as well as genet-
ic SNP data were available.

Genetic SNP data for KORA F4 have been generated us-
ing the Affymetrix Axiom array and imputed using the 
1000Genomes reference panel and were analyzed for 
genome-wide associations to methylation data obtained 
by the Illumina HumanMethylation 450K BeadChip. This 
array covers 96% of CpG islands (CGIs) with multiple 
sites in the annotated CGI, north or south shores (regions 
flanking island), and north or south shelves (regions 
flanking shores), 99% of RefSeq genes, with an average 
of 17 CpG sites per gene region distributed across the 
promoter, 5’UTR, first exon, gene body, and 3’UTR. Quality 
control and normalization of the 450k data has been per-
formed as described previously for our association study 
between methylation levels and smoking [5]. 

The association analyses were based on current ver-
sions of 1000Genomes imputation data which yield 10 
million SNPs throughout the genome with minor allele 
frequencies above 1%. For each of the 440,000 CpG sites 
we performed a genome-wide association analysis, i.e., 
we evaluated the effect of each of the 10 million SNPs 
on each of the 440,000 CpG sites. This computation-
ally extensive analysis allows us to gain important in-
formation regarding which genetic markers play a role 
in setting epigenetic patterns, and thereby ultimately 
help understand the mechanisms by which genetic 
markers contribute to determining gene expression 
and, if altered abnormally, how they contribute to the 
development of diseases. With our analysis we found 
a high proportion of significant associations. These 
results lay the foundation for a deeper understanding 
of the mechanisms of gene expression and regulation. 
The Manhattan plot (Figure 1) shows the trans-chromo-
somal results. The cis results indicate an even higher 
amount of significant associations.

Computation

For the genome-wide association analysis of 440,000 
CpG sites, we used the standard software packages Omi-
cABEL and reshuffle, which are freely available and exact-
ly suitable to this type of association analysis. The Om-
icABEL package for R allows rapid mixed-model based 
genome-wide association analysis; it efficiently handles 
large datasets, and both single trait and multiple trait 
(“omics”) analysis. 

The software is licensed under the GNU GPL v.3 license 
as part of the GenABEL project for statistical genomics at 
http://www.genabel.org/packages/OmicABEL.

The output produced by OmicABEL is kept in a compact 
binary format for performance reasons. The user can 
then use “reshuffle” to extract the desired information. 
Since the output may be very large, reshuffle allows the 
selection of specific ranges of SNPs and traits. We ran our 
OmicABEL computations on 40 cores, since it is limited to 
one node. Due to the SuperMUC requirement that every 
single job must not run longer than 48 hours we had 
to split the genome-wide analysis into 533 parts. Since 
OmicABEL produces very large output files we applied 
for more disk space. It was agreed that for a limited time 
frame of 6 weeks we had up to 263 TB of disk space at 
our disposal. In order to reduce the prohibitively large 
OmicABEL output files we used its accompanying utili-
ty program reshuffle to extract only a subset of signifi-
cant pairs of SNPs and methylation sites. Our computa-
tions and subsequent data management used a total of 
40,000 core hours.
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Introduction

Biological cells are filled to about 30% with proteins. Ex-
cept for those proteins that are bound to some cellular 
structures, proteins diffuse freely in the cell according to 
the well-known Brownian motion. In the crowded cel-
lular environment, this means that proteins constantly 
bump into other proteins. 

In about some cases, such a collision actually leads to 
a biologically meaningful contact of the two proteins. 
Then, the binding partners may either remain bound 
or a chemical reaction may take place whereby, for ex-
ample, an electron or a phosphate group is transferred 
from one protein to the other one before they unbind 
again. Such meaningful encounters are called “specific” 
interactions. In all other cases, the proteins only form 
short-lived “non-specific” contacts that are biologically 
not meaningful. Specific complexes often involve larger 
contact interfaces than non-specific complexes and are 
stabilized by favorable interactions such as hydrogen 
bonds or salt-bridges between the binding partners. 

Our group has a particular interest in unravelling the bi-
ophysical principles underlying such biomolecular inter-
actions [1]. In project pr58go that was also supported by 
DFG normal grant HE 3875/11-1, we therefore studied the 
dissociation of three different protein-protein pairs. The 
selected protein pairs all form specific complexes that 
are stabilized by hydrophilic binding interfaces. The three 
protein complexes are illustrated on the left side of Fig. 1.

Results and Methods

We employed atomistic molecular dynamics (MD) simu-
lations that were performed with the GROMACS 4.5 soft-
ware package [2] to characterize the free energy land-
scape governing the association and dissociation of the 
three protein-protein pairs. Precisely, we computed with 
the help of umbrella-potential restrained simulations 
the potential of mean force (PMF) between the two pro-
teins along a one-dimensional reaction coordinate [3, 4]. 
Because we had to follow the unbinding pathway up to 

distances of several nanometers - where the proteins do 
not attract eachother anymore – the simulation systems 
contained several hundreds of thousands of atoms. For 
each binding orientation, we computed 21 windows at 
different separation distances of 10 – 40 ns length each. 
In total, the two projects described here consumed 12 
million core hours on SuperMUC.

The right side of Fig. 1 illustrates the computed free en-
ergy profiles. Interestingly, we found that all three pro-
tein complexes bind “downhill” into both the specific and 
non-specific complexes without passing over an activa-
tion energy barrier. This behavior is comparable to some 
fast-folding proteins that fold “downhill” in a steep fold-
ing funnel.
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Figure 1: Pictures on the left show from top to bottom the protein-pro-
tein complexes barnase (blue) and barstar, cytochrome peroxidase c 
(blue) and cytochrome c, and the complex of the N-terminal domain of 
enzyme I (blue) with the histidine-containing phosphocarrier. The red 
colored orientations of barstar, cytochrome c, and histidine-containing 
phosphocarrier are those orientations observed in the specific com-
plexes that were determined by X-ray crystallography. The silver and 
gold colored orientations are alternative binding orientations observed 
in MD simulations that led to transiently bound non-specific contacts. 
Pictures on the right illustrate the computed potentials of mean force 
(PMF on the y-axis) for the dissociation of the red, gold or silver orienta-
tions into the unbound state beyond separation distances beyond 4.0 
- 4.5 nm between the centers of mass of the two proteins (x-axis).



Binding Specificity and Allostery of Biomolecular Interactions

The second interesting observation was that the attrac-
tive interactions between both proteins extend to 1.2 to 
1.5 nm of separation and then become flat. This behavior 
was found for all three complexes, and may be a general 
behavior of specific hydrophilic protein complexes [3].

Studying such systems on a computer enables one to 
generate also starting conformations that cannot be 
studied so easily in experiment. To contrast the bind-
ing into specific complex orientations with the binding 
into non-specific contact orientations mentioned before, 
we performed unbiased MD simulations of the binding 
partners and monitored all contact orientations that dif-
fer from the specific complexes. Among all such contacts 
we selected the ones with largest binding interface and 
the longest-lived ones as starting positions for PMF cal-
culations. In Fig. 1, these orientations are colored gold and 
silver for the three systems.

For these “non-specific” contacts, we then computed the 
same association free energy profiles [4] as for the spe-
cific orientations before. As expected, the difference in 
free energy between the bound state and the unbound 
state turned out to be much smaller than for the specific 
complexes. Interestingly, also the range of the attractive 
interaction is shorter (0.7 – 1.0 nm) - except for the EIN-
HPr pair - and the interface formed between the proteins 
is significantly smaller than for the native specific com-
plexes.

In a second project, we investigate in collaboration with 
Dr. Matthias Engel/Dept. of Pharmacy, Saarland Uni-
versity how the modulator PS182 alters the affinity of 
phosphoinositide kinase 1 (PDK1) towards the co-factor 
ATP:Mg2, see Fig. 2. This is an example of allosteric regu-
lation of enzymatic activity. Allostery is found in practi-
cally all regimes of cellular processes, but its underlying 
principles remained largely unclear to date.

Using free energy perturbation calculations with the 
GROMACS package [2], we computed the binding free 
energy of ATP:Mg2 in the presence and absence of PS182. 
Since PS182 induces conformational changes in PDK1 that 
favor a tighter packing of the protein around ATP, the dif-
ference between the two binding free energies can be 
attributed to as the allosteric contribution of PS182 to 
the binding free energy for ATP, see the thermodynamic 
cycle shown in Fig. 3.

This study is, to our knowledge, the first attempt to char-
acterize such an allosteric contribution based on molec-
ular dynamics simulations. 

On-going Research / Outlook

Due to the lengthy and large-scale MD simulations, only 
access to SuperMUC made this project feasible at all. 
Fortunately, we did not face technical obstacles during 
the course of this project. Instead, both systems present-
ed here required careful fine-tuning of the simulation 
protocols in terms of how to generate “good” starting 
conformations for the 21 windows (first project) and in 
terms of how two missing magnesium ions should be 
positioned in the active site of PDK1 where they helped to 
stabilize the geometry of its active site (second project).
Our group will continue working towards a mechanistic 
understanding of biomolecular interactions. Dr. Mazen 
Ahmad at the nearby MPI of Informatics recently derived 
an intriguing theoretical model how conformational 
changes contribute to binding thermodynamics [5]. We 
plan to incorporate such developments in our further re-
search in order to study interconnected intramolecular 
and intermolecular processes.

Figure 3: Thermodynamic cycle to characterize the contribution of the 
allosteric modulator PS182 (yellow) to the binding free energy of ATP 
(red) to the protein kinase PDK1. The allosteric contribution is defined 
as the difference of the two binding reactions shown at the top and 
bottom, respectively.
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the co-factor ATP bound to the protein kinase PDK1. 
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Introduction

Phylogenetic tree reconstruction strives to infer the evo-
lutionary relationships among a set of organisms (spe-
cies, frequently also denoted as taxa) based on molecu-
lar sequence data. Recent advancements in sequencing 
technology, in particular the emergence of so-called next 
generation sequencers, have generated an avalanche of 
sequence data, that now makes it possible to use whole 
transcriptomes and even genomes of a large number of 
species for tree reconstruction. 

Likelihood-based approaches (Maximum Likelihood and 
Bayesian Inference) represent an accurate and widely 
used, but at the same time also highly compute-inten-
sive approach for reconstructing phylogenetic trees. 
Thus far, we were able to test and substantially improve 
the scalability and efficiency of our Bayesian and Maxi-
mum Likelihood based tree reconstruction tools on Su-
perMUC. We have also already published the first results 
of large-scale empirical data analyses. 

Results and Methods

Toward the end of 2014 we published two papers in Sci-
ence that both made it to the cover page. The papers 
presented phylogenetic trees for two of the largest da-
tasets analyzed to date with likelihood-based methods. 
The bird tree of life contained data for about 50 bird 
genomes while the insect tree of life comprised rough-
ly 150 insect transcriptomes. Perhaps more importantly, 
we freely made available as open source tools and also 
further developed and maintained our two tools for like-
lihood-based phylogenetic inference: ExaML (Exascale 
Maximum Likelihood) and ExaBayes (Exascale Bayesian 
inference). Interestingly, a recent critique of the bird phy-
logeny paper that was also published in Science actually 
used our ExaBayes code.

Since those two first empirical data analyses (birds & 
insects) had been completed in late 2014 and because 
we achieved substantial performance improvements for 
ExaML and ExaBayes because of the introduction of nov-
el parallelization schemes, data distribution algorithms, 
etc., we have consumed less processor hours than initial 
planned.

This provided us the chance to (i) work on developing 
new computational methods and further improve our 
codes and (ii) conduct additional empirical data analyses 
on insects but also on two new projects for which the 
processor time budget would not have been sufficient, 
given the state of the software when we initiated this 
project. 

In the following we quickly outline the software im-
provements as well as the new data analysis projects 
that were initiated in 2015. 

With respect to software, one important contribution, 
not only regarding our own code ExaBayes, but also to 
Bayesian phylogenetic inference in general was the de-
velopment of a novel branch length proposal mecha-
nism that can substantially accelerate the convergence 
of Bayesian tree searches. The new method was recently 
published in Systematic Biology [4] (Impact factor: 14.3) 
and is fully implemented in ExaBayes. 

Another important contribution was the release of  
ExaML version 3.0 [5] that features the novel data distri-
bution algorithm, additional models of evolution, faster 
handling of I/O, and production-level support for the In-
tel Xeon PHI architecture. The Xeon PHI scalability experi-
ments and adaptation were conducted on the respective 
LRZ system. 

While the bird genome evolution project is completed, 
this is not the case for the 1000 insect transcriptome 
project (www.1kite.org). In 2015 we used SuperMUC to 
infer phylogenies for subsets/subtrees of the 150 insects 
analyzed for the 2014 Science paper, partially using dif-
ferent and simply more data. That is, after getting the 
big picture, we are now taking a closer look at individual 
parts of that tree. We expect the results of all these anal-
yses to be published in 2016. 

In addition to the above, we have also initiated two new 
collaborations. We started collaborating with the Leib-
niz-Institut DSMZ - Deutsche Sammlung von Mikroor-
ganismen und Zellkulturen GmbH to infer the phylogeny 
of around 1000 full bacterial genomes using ExaML on 
the SuperMUC.
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Disentangling Evolution on the SuperMUC

With collaborators at TU Kaiserslautern we are currently 
working on determining the protist diversity in new world 
tropical forest soils. Samples have been collected at 150 
positions in three central American rain forests. Protists 
are Eukaryotes (i.e., contain a single or multiple cells with 
a nucleus). They form a diverse taxonomic group that can 
not be classified as animals, plants, or fungi. The protists in-
clude, for instance, amoeba, red algae, and dinoflagellates. 
This project does neither rely on ExaML nor on ExaBayes, 
but uses the so-called Evolutionary Placement Algorithm 
(EPA) we developed in our lab. We expect to publish the 
results of this project in early 2016. In Figure 1. we depict 
the protist diversity in the central American tropical forest 
soils by means of a reference phylogeny. Here, red branch-
es indicate a high degree of diversity. 

On-going Research / Outlook

As already mentioned, the 1KITE insect project is still 
on-going. In 2015 our collaborators sequenced approxi-
mately 1500 insect transcriptomes which we intend to 
analyze on SuperMUC in 2016 with ExaBayes and ExaML. 
This will yield a tree that is one order of magnitude larger 
with respect to the number of species than the phyloge-
ny presented in late 2014. 

While our software will be able to handle these analyses 
on SuperMUC, there is room left for making the codes 
run faster and hence in a moire energy-efficient way. In 
particular, there is a plethora of computational shortcuts 
available that can be used to further reduce memory foot-
prints and calculation times of the so-called phylogenetic 
likelihood function that consumes more than 90% of the 
accumulated total run-time of ExaML and ExaBayes. How-
ever, not all tricks work efficiently on all types of datasets 
and for all types of computations. To this end, we will de-
velop an auto-tuned likelihood kernel that will automati-
cally determine the most optimal likelihood function im-
plementation for the dataset at hand. 

The implementation of these tricks will also require 
us to adapt and change the current data distribu-
tion algorithms of ExaML and ExaBayes, since some 
of the assumptions we have made thus far for opti-
mally distributing data will not hold any more with 
the revised likelihood calculation approaches. 

Another challenge will be to work on the scalabil-
ity of the Evolutionary Placement Algorithm that 
is being used for analyzing Protist diversity in new-
world tropical forest soils. 

Initially, the code was not designed for deployment 
on supercomputers, since at the time of writing it, 
we underestimated the molecular data avalanche. 
While it can be deployed on SuperMUC as is, we are 
currently working on a complete re-design of the 
code, that will also make use of the aforementioned 
tricks for accelerating likelihood calculations. This 
re-designed code will be better suited for deploy-
ment on supercomputers. 

Finally, we are also actively working on novel methods for 
the post-analysis of EPA results using various data min-
ing and machine learning approaches. For instance, one 
of the key questions is how to compare samples. Assume 
that we take protist samples from two different tropical 
forests we want to be able to quantify and compare their 
degree of diversity. Note that, these techniques also have 
important medical applications, since the analysis of gut 
microbial diversity and associated pathogenicity boils 
down to exactly the same computational challenges. 
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Figure 1. Protist diversity in new world tropical forest soils. 
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Introduction

Fluid flow is an essential aspect of many applications in 
multiphysics including the broad field of biomechanics, 
fluid-structure interaction, scalar transport as well as 
two-phase flows, which may occur both in laminar and 
fully turbulent state. We have therefore developed an 
efficient approach to computational fluid dynamics that 
is especially designed for application in such multiphys-
ics scenarios. For example, our code allows us to make 
predictive simulations of the entire human lung using 
a fully coupled fluid-structure interaction approach 
[1]. One of the most challenging aspects of such multi-
physics developments is the complexity of the software 
employed. We therefore develop our own multiphysics 
software platform BACI [2], which is based on continu-
ous and discontinuous finite element methods. BACI is 
continuously advanced by our research group in an ob-
ject-oriented C++ environment. Parallelization is based 
on domain decomposition methods using MPI. State-
of-the-art solution techniques for nonlinear and linear 
systems of equations as well as for coupling of several 
physical fields are incorporated in BACI and are contin-
uously developed in our group. For the implementation 
of efficient parallel sparse linear algebra operations, BACI 
makes use of the open-source software framework “Tri-
linos” (Sandia National Laboratories).

Simulations of the entire human lung

Mechanical ventilation is a life-saving treatment at the 
intensive care unit, but can also exacerbate acute and 
chronic lung diseases such as acute respiratory distress 
syndrome (ARDS) or severe asthma by locally overstrain-
ing healthy lung tissue. In recent years, advances have 
been made towards more protective ventilation strate-
gies. However, there is still a lack of regional information 
on an individual patient’s lung during ventilation which 
limits the effectiveness of personalized treatment.

Medical imaging techniques such as computed tomogra-
phy (CT) can provide a patient’s lung geometry at a specific 
state at relatively high resolution. However, regional infor-

mation on airflow velocities, pressures and tissue strains 
are not visible in such images but of outmost importance 
in medical treatment. Advanced modeling and simula-
tion is used to identify key parameters for an individual 
patient. We developed a volumetrically constrained non-
linear fluid-structure interaction algorithm that takes into 
account the full physical behavior of the human lung [3]. 
With this model it is possible to compute regional airflow 
velocities as well as local tissue strains and aeration at a 
spatial resolution of approximately 1.0mm and a temporal 
resolution of 10ms during several breathing cycles. Inves-
tigations of an exemplary patient show that distribution 
of air is relatively homogeneous during natural breathing 
(Figure 1). During mechanical ventilation, however, airflow 
in single smaller airways changes, leading towards an in-
homogeneous shift of tissue ventilation compared to the 
healthy case (Figure 2).

7

Figure 1: Regional volume increase of lung tissue during the inhalation 
phase of natural breathing. 

Figure 2: Comparison of airflow in single 
smaller airways during natural breathing 
and mechanical ventilation. 



High Performance Methods for Computational Fluid Dynamics including Multiphysics Scenarios

To conduct larger patient studies with several different 
ventilation strategies, large-scale numerical simulations 
have been performed in this project, using in total 3 mil-
lion core hours (including uncertainty quantification). 
We designed an algebraic multigrid preconditioning 
technique for the highly-resolved human lung model [3] 
(Figure 3). An extension of a previous approach has been 
used to handle the volume constraint that links airflow 
and tissue deformation in the lung model. With these 
methods, an efficient parallel computation on more than 
one hundred processors is possible for the first time with 
significant speed-up of the highly-resolved human lung 
simulations (see [4]). 

Large-scale turbulent single and two-phase flow  
simulations

Another focus of our work is the development of computa-
tional tools for large-scale simulations of turbulent flows, 
which forms the most important component in several 
multiphysics solvers, including the aforementioned lung 
simulations. As part of this work, we have elaborated an 
efficient turbulence modeling technique as well as a novel 
approach to wall modeling for large-eddy simulation (LES).

Many popular subgrid models for LES only model the 
net effect of the subgrid scales, i.e., the transfer of ener-
gy to consecutively smaller scales, by introducing a sub-
grid viscosity closure model. In contrast, our turbulence 
modeling approach, denoted by Algebraic Variational 
Multiscale-Multigrid-Multifractal Method (AVM4) [5], re-
constructs the unresolved subscales directly and includes 
the actual non-linear interaction. For this reconstruction, 
a filtered velocity field is required, which is obtained from 
level-transfer operators of plain aggregation algebraic 
multigrid methods. This definition renders the method 
particularly suitable for large-scale computations. Our 
turbulence modeling approach has successfully been ex-
tended to other applications in multiphysics such as active 
and passive scalar mixing, low-Mach-number flow with 
variable density [6], and turbulent two-phase flow [7]. The 
large-scale simulations performed with the resources pro-
vided by this project enabled verification of the approach 
for difficult flow situations, using approximately 6 million 
core hours on a few hundreds to a few thousands of cores.
The computational cost of LES of wall-bounded flows in-
creases dramatically with the friction Reynolds number if 
near-wall turbulence is resolved, since the size of dominat-

ing eddies decreases towards the no-slip boundary. In or-
der to circumvent this dependence, we have developed a 
new approach to wall modeling within the AVM4 [8]. The 
basic idea of our technique is to extend the finite element 
function space by a mean boundary layer profile that can 
be represented using very coarse meshes. The approach 
flexibly adapts to separated flows and settings with high 
adverse pressure gradients by automatically choosing the 
most appropriate solution among the standard polyno-
mial part and the enrichment. We have found excellent 
results with this method for example for the flow over pe-
riodic hills visualized in Figure 4.

Outlook

Ongoing work for the lung is focused on investigation of 
different protective ventilation strategies and their effects 
on a patient’s individual pathophysiology, both in adults 
and in neonates. We hope that our simulations can help to 
predict an optimal patient-specific ventilation strategy to 
minimize lung damage and maximize oxygen uptake for 
these patients. Regarding turbulent flows, we will utilize 
our wall-modeled LES approach to investigate high-Reyn-
olds-number fluid-structure interaction problems which 
have not been accessible with today’s FSI solvers. The wall 
model will further be extended to a new framework in-
cluding high-order discontinuous Galerkin methods.
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Introduction

Proteins and peptides are essential components of ba-
sically all biological processes. During association pro-
tein molecules can undergo a variety of conformational 
changes essential for its function. Upon association such 
transitions can involve global domain motions for exam-
ple of enzymes to switch between open accessible but 
inactive and closed active states. The enzyme adenylate 
kinase (ADK) consists of several semi-flexible segments 
or domains that rearrange from an open state to a closed 
enzymatically active state upon substrate binding (illus-
trated in Figure 1). The open conformation is easily acces-
sible for the substrate and transitions to a closed state 
result in catalytic activation with the substrate largely 
buried in the protein molecule [1]. In order to elucidate 
how the lid-domain motion couples to binding of sub-
strate and inhibitor molecules we employed Molecular 
Dynamics (MD) free energy simulations using the posi-
tion of the two lid domains as independent reaction co-
ordinates [1].

Besides of global motions association of proteins and 
peptides can also involve refolding of peptide segments. 
For example, certain peptides from stable aggregates in 
solution called also fibrils or amyloids [2]. Such amyloid 
fibrils play a major role in the several diseases of which 
the Alzheimer disease is probably the most well known 
example. Although the structure of several peptide amy-
loids has been elucidated by experimental methods the 
mechanism of formation is not very well understood. 
Using a similar methodology as for studying global mo-
tions in ADK we characterized the thermodynamics and 
kinetics of the propagation of Alzheimer Aβ9-40 amyloid 
fibrils.

Results and Methods

Global domain motion in Adenylate Kinase
Besides of the two lid domains (termed ATP-lid and AMP-
lid) the ADK enzyme contains a central core domain. 
In order to systematically investigate the lid domain 

mobility the distance of each lid to the central domain 
served as reaction coordinate. Using a two-dimension-
al (2D) umbrella sampling protocol coupled with rep-
lica exchanges it was possible to calculate a complete 
2D-free energy landscape for the lid domain motions 
in response to different bound substrates and inhibi-
tors. The coupling of umbrella sampling with replica ex-
change resulted in rapid convergence of the calculated 
free energy surface and showed very good scaling on a 
parallel super computer. The study is the first to investi-
gate this free energy landscape for all possible substrate 
and inhibitor bound states of ADK and required >5 mil-
lion SuperMUC cores hours. It demonstrated a dramatic 
dependence of the lid-motion on the binding state (see 
Figure 1). The simulation results helped to explain why 
for this type of enzyme two lid domains have evolved 
to efficiently bind and catalyze a reaction requiring two 

Figure 1: Upper panels indicate the calculated free energy landscape of 
the lid domain motion in adenylate kinase (ADK) versus the opening/
closing of the two lid domains (left panel). The structure of the ADK 
enzyme in the apo form is illustrated as cartoon representation in the 
open state. The lid domains are colored red (ATP-lid) and blue (AMP-lid), 
respectively, and the two independent distance coordinates are shown 
as sticks. In the lower panels (from left to right) the free energy land-
scape for lid-domain motion in the presence of substrates (color-coded 
free energy), the fluctuation of the substrates (middle) and the bound 
ADK conformation (right panel) are indicated. 

7



Kinetics and thermodynamics of conformational changes 

substrate molecules and to elucidate the most likely or-
der of binding events [1]. In collaboration with an exper-
imental single-molecule group (Rief group, TUM Physics 
Department) the study also indicated the stabilization of 
a half open ADK state adopted in the presence of certain 
inhibitor molecules [3].
 
Propagation of Alzheimer Aβ9-40 amyloid fibrils 
In a second subproject we investigated the propagation 
step of the Alzheimer Aβ9-40 amyloid fibril formation (il-
lustrated in Figure 2). Using extensive Molecular Dynam-
ics simulations combined with umbrella sampling we 
were able to study the thermodynamics and kinetics of 
fibril extension in good agreement with available exper-
imental data [2]. The simulations identified the entropy 
change of water as a main driving force for association 
and interactions between the already formed fibril and 
a new monomer to overall disfavor association. The sim-
ulations also confirmed a dock/lock mechanism of as-
sociation with a rapid docking phase characterized also 
by many non-native contacts followed by a slow locking 
step which finally leads to the native peptide association 
mode (Figure3). It was also possible to estimate the dif-
fusion profile for the monomer approaching the fibril tip 
and to estimate the kinetics of fibril propagation. In order 
to achieve sufficient convergence of calculated free en-
ergies and other physical properties it was necessary to 
extend the simulations to several hundred nanoseconds 
per umbrella sampling window adding up to several mi-
croseconds total simulation time only feasible on the Su-
perMUC computer. 

On-going Research / Outlook

The ADK enzyme is an excellent model system for stud-
ying the coupling between the enzymatic function of 
the protein and the global motion induced by substrate 
binding. Our coupled umbrella sampling and replica ex-
change methodology shows excellent scaling on paral-
lel super computers. In future research we plan to study 

the influence of mutations on the energy landscape 
of domain motions in ADK. The simulation studies on 
amyloid formation and propagation will be extended to 
the study of inhibitors of amyloid propagation in col-
laboration with experimental groups at TUM. Both the 
systematic studies of global lid domain motions in the 
enzyme ADK but also the simulations of amyloid prop-
agation were only possible by using the SuperMUC par-
allel computer facilities.

References and Links

[1]  Zeller F, Zacharias M Substrate Binding Specifically Modulates 
Domain Arrangements in Adenylate Kinase. Biophys. J 109 (2015) 
1978-85.

[2]  Schwierz N, Frost CV, Geissler PL, Zacharias M. Dynamics of Seeded 
Aβ40-Fibril Growth from Atomistic Molecular Dynamics Simula-
tions: Kinetic Trapping and Reduced Water Mobility in the Locking 
Step. J Am Chem Soc. 138 (2016) 527-39.

[3]  Pelz B, Žoldák, Zeller F, Zacharias M, Rief M. Sub-nanometer enzyme 
mechanics probed by single-molecule force spectroscopy Nature 
Commun. 7 (2016) 10484.

Figure 2: Illustration of an intermediate step during the association of 
an Alzheimer Aβ9-40 amyloid (blue cartoon) to an already formed tip of 
an amyloid fibril structure. The state corresponds to a snapshot taken 
from extensive Molecular Dynamics simulations of the system. Tran-
sient non-native hydrogen bonds are shown in red and water molecules 
are included to indicate areas of reduced water mobility during the 
process. 

Figure 3: (Upper panel) Calculated free energy profile for the associ-
ation/dissociation of a single Aβ9-40 monomer to the end (tip) of an 
already formed amyloid segment. The reaction coordinate is the dis-
tance ζ between monomer and fibril fragment. The docking and locking 
phases are indicated and the snapshots shown in the lower panel are 
numbered according to the occurrence along the reaction coordinate. In 
the bulk regime the monomer adopts an unfolded conformation where-
as in the locking regime it adopts a hairpin structure that associates 
with the tip of the amyloid fibril [2].
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7 Introduction

An intracranial aneurysm (IA) is a pathological dilatation 
in a cerebral blood vessel characterized by a localized bal-
loon-like enlargement of the blood vessel. Around 5% of 
the human population is reported to be suffering from 
un-ruptured IA. The rupture of an aneurysm, due to he-
modynamic forces that act on its wall is an important 
cause of morbidity and mortality in the modern world. 
A major challenge that clinicians face today is the esti-
mation of risk of rupture of a particular aneurysm, which 
consequently affects their decision for intervention.

Computational fluid dynamics (CFD) can, to a certain ex-
tent, provide patient specific information on the hemod-
ynamic forces, namely the wall shear stresses, pressure 
and velocities that act on an aneurysm. Due to the low 
Reynolds number at which blood flows in a human ar-
tery, most CFD studies, however, have rested on the com-
mon premise of a laminar blood flow. With the help of 
computing resources on SuperMUC, we have been able 
to assess and quantify the occurrence of turbulence like 
phenomena in blood flow in various aneurysms. This 
phenomenon is exhibited by the presence of high-fre-
quency fluctuations in velocity fields inside an aneurysm 

and resembles a flow regime that is not fully developed 
turbulence but rather transitional than laminar.

Results and Methods

To accurately assess the transitional hemodynamics in 
patient specific intracranial aneurysms, we employ the 
Lattice Boltzmann Method (LBM) for its computational 
efficiency, simple representation of complex geometries, 
and excellent scalability on modern supercomputers. 
Various LBM relaxation schemes are implemented in the 
Musubi [1] solver, which is part of the end-to-end parallel 
simulation framework, APES (adaptable poly-engineer-
ing simulator) [2]. 

MR images of patients are obtained from clinical collab-
orators, which are then segmented to obtain 3D mod-
els in the STL format. The models are discretized using 
an octree representation by our mesh generator Seed-
er. The meshes describe the geometrical layout for the 
flow computation in Musubi, and the results are then 
post-processed to obtain the relevant physical quanti-
ties. Spatial and temporal resolutions of 8μm and 1μs re-
sult in meshes that consist of up to ~ 1 billion cells and 1 
million time steps per second. To gather sufficient statis-

Simulating transition to turbulence in hemodynamics  

of intracranial aneurysms at extreme scale
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Figure 1: Turbulent characteristics in a patient specific intracranial aneurysm during peak systole. Velocity colored Q-isosurfaces (left), volume render-
ing of Vorticity magnitude (middle) and volume rendering of velocity magnitude overlaid by velocity vectors (right)
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tics for the analysis of the transitional flow, we compute 
as many as 30 cardiac cycles. Simulations on SuperMUC 
are conducted using 32768 cores (4 islands) and compu-
tation of each cycle requires ~ 40 minutes. In a recent 
comprehensive study on space and time refinement [3], 
we have elucidated the role of high resolutions in a sim-
ulation of hemodynamics in intracranial aneurysms, and 
have explored the critical Reynolds number at which the 
flow in aneurysms leaves the laminar regime [4].

Figure 1 shows the velocity colored Q-isosurfaces (L), vol-
ume rendering of the vorticity magnitude (M) and veloc-
ity field overlapped with vectors (R) in a patient-specific 
aneurysm during peak systole. The morphology of the 
aneurysm at the bifurcation educes miniature vortices in-
side the aneurysm whereas the flow remains laminar in 
other parts of the vasculature. This shows that the man-
ifestation of an aneurysm itself can act as an initiator of 
fluctuations in the flow. The velocity oscillates at around 
10KHz in the center of the dome with a rapidly varying fre-
quency during the cardiac cycle. During the cardiac cycle, 
the flow re-laminarizes during acceleration, fluctuations 
commence during peak systole and are enhanced by the 
large decelerative forces during deceleration [4].

Efforts for the validation of our results, particularly in 
the context of transitional physiological flows have in-
cluded comprehensive comparisons against previously 
published data while extending those studies for quan-
tification of Kolmogorov micro-scales and exploring the 
appropriate conditions when the flow in a complex an-
atomical geometry may or may not transition to turbu-
lent like regime [5].

With the help of computing resources on SuperMUC, we 
were able to participate in the international aneurysm 
CFD-Challenge, an event in which a team of Neurosur-
geons gave MR images of 5 aneurysms to the partici-
pants, and the task was to assess the rupture status of 
the aneurysms. No information about the aneurysms 
was provided, as the target was to explore what research 
teams would prescribe as boundary conditions. This 
event brought together results from 28 teams across the 
globe, and the results are in the process of analysis and 
publication by the organizers.

Our LBM framework Musubi is continuously improved 
and recent efforts include improvements for vector ar-
chitectures and optimization of computing kernels. Fig-
ure 2 demonstrates the achieved performance of Musubi 
in TFLOP/s against the theoretical peak performance on 
four different computing architectures including the 
GCS systems SuperMUC, Hornet and Juqueen. The fourth 
(Kabuki) is a small NEC SX-ACE vector system installed 
at HLRS. A fixed problem size of 88 cells is chosen for 
this comparison of strong scalability, and a log-log scale 
is used to illuminate the wide scaling range. Musubi 
achieves nearly 20% of the peak performance on a single 
node of Kabuki while it achieves nearly 4% on other three 
systems. A super-linear speedup can be observed for the 
three scalar systems on large number of nodes as the 
problem per process fits into the cache of the processors.

On-going Research / Outlook

Simulations of physiological flows conducted on Su-
perMUC have revealed the occurrence of turbulent like 
phenomena in aneurysms. Our on-going research efforts 
include investigations of the flow regime in aneurysms 
with different morphology, size, and location in the 
vasculature. The goal is to increase the tenacity of the 
presence of a transitional flow regime in aneurysms by 
exploring various factors. Moreover, we are investigating 
the impact of surrounding vasculature on the intra-an-
eurysmal flow field, which is usually truncated from the 
simulation domain. Such simulations are expected to 
increase the computational effort by two times, as the 
meshes will consist of up to 2 billion cells. Validation of 
physiological flow computations, in the absence of ex-
perimental data remains a challenge, and we are com-
paring the velocity fields obtained from simulations 
against that from MR-imaging to quantify the discrep-
ancies from our results against the in vivo situation.

Musubi has been investigated on the phase 2 of Super-
MUC, and our on-going work will include improvements 
in the sustained performance and investigations to im-
prove the utilization of vector operations.
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Introduction

Voltage-gated potassium channel Kv1.2 is a transmem-
brane protein that enables the passive flow of potassi-
um ions across a plasma membrane when the latter is 
depolarized. It consists of four peripheral voltage sen-
sor domains, responding to the applied voltage, and a 
central pore domain that encompasses a hydrophilic 

path for passing ions [1]. Each voltage sensor domain 
is composed of four transmembrane helices, called 
from S1 to S4. When the electric field is applied, one of 
these helices, S4, moves across the membrane, promot-
ing the transition between the most activated state of 
the channel (S4 is “UP”) and the most resting state (S4 
is “DOWN”) through several intermediate states (see  
Figure 1A).

Modulation of voltage-gated potassium  
channel Kv1.2 by PIP2 lipids
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Figure 1: Conformational rearrangements of the Kv1.2 voltage sensor taking place during the channel activation. A. The activated to resting states 
transition of the Kv1.2 voltage sensor. The entire transition is split into 4 sub-transitions: ε-δ, δ-γ, γ-β and β-α. The most activated and most resting 
states are α and ε respectively; β, γ and δ are the intermediate states. The transition from the most activated to most resting states, from ε to α, is 
called activation; the opposite transition, from α to ε, is called deactivation. During the channel activation/deactivation, the S4 helix of the voltage 
sensor (shown in blue) moves across the membrane; in parallel, the positive residues of S4 (R1, R2, R3, R4, K5 and R6, shown as blue sticks) change their 
binding sites (negatively charged residues, shown as red sticks). In the four states of the voltage sensor, β, γ, δ and ε, these residues constitute a bind-
ing site for the lipids of the lower bilayer leaflet including PIP2. B. Free energy surfaces underlying the two sub-transitions, ε-δ (first two plots) and δ-γ 
(last two plots), in the presence (right) and absence of PIP2 (left). In the presence of PIP2, the γ state is less stable compared to the δ state, while in the 
absence of this lipid, these two states have similar free energies. Also, PIP2 affects the free energy barriers of the two sub-transitions: in the presence 
of this lipid, the free energy barriers are higher.
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Phosphatidylinositol-4,5-bisphosphate (PIP2) is a minor 
lipid of the inner plasma membrane leaflet. This highly 
negatively charged lipid modulates the Kv1.2 function-
ing: its application to the channel results in the delay of 
the motion of the voltage sensors [2,3]. So far, the mech-
anism underlying this effect remained unknown. In our 
study, we attempt to shed light on it using molecular dy-
namics simulations and metadynamics.

Results and Methods

Using unconstrained MD simulations, we have iden-
tified a potential PIP2 binding site in Kv1.2. In this site, 
present only in the resting state of the channel, PIP2 
interacts with the lower positively charged residues 
of S4. Based on this finding, we hypothesized that PIP2 
stabilizes the resting state of the channel through the 
interactions with S4, which results in the effect of the 
delayed motion of the voltage sensors observed exper-
imentally [2,3].

To verify our hypothesis we decided to estimate the free 
energy surface of the activated to resting states transi-
tion of the Kv1.2 voltage sensor in the presence and in 
the absence of PIP2. To do so, we split the entire tran-
sition into 4 sub-transitions and explored the free en-
ergy surfaces of each sub-transition individually. To en-
hance sampling, we used metadynamics with “multiple 
walkers” scheme implemented in gromacs and plumed. 
Based on our benchmark estimations, we selected the 
number of walkers to be 42 and the number of proces-
sors involved by each walker to be 96. Using this setup, 
we were able to simulate ~ 0.8 us per day. We also chose 
high frequency for trajectory writing in order to further 
perform detailed post-analysis. Hence, the data gener-
ated during the project took ~ 15 TB of space. In total, 
42.000.000 cpu-hours were used to generate ~ 350 us 
of molecular dynamics. To note, our system contained ~ 
100.000 atoms and was 9x8x15 nm3 in its size.

Based on the obtained data, we calculated the free en-
ergy surfaces of all the sub-transitions along the activa-
tion path in the presence and absence of PIP2 (see Fig-
ure 1B for the first two sub-transitions). We found that 
PIP2 affects the relative stability of the voltage sensor 
states: in the presence of PIP2, the so-called γ state is 
less stable compared to the more resting δ state, while 
in the absence of this lipid, the two states have similar 
free energies. We also found that PIP2 affects the free 
energy barriers separating the states, indicating that it 
modulates the rate of the sub-transitions. The results of 
our work have been already published in the following 
manuscript [4] and the other manuscript is going to be 
submitted shortly.

On-going Research / Outlook

In the ongoing research, we will perform more detailed 
analysis of the generated trajectories in order to explore 
the role of each individual residue of the voltage sensor 
domain, first, in the activation process and, second, in the 
modulation by PIP2.
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Introduction

Protein kinases are the key enzymes that control most 
cellular activities. A kinase that fails to work properly can 
cause severe damage to the organism, causing diverse 
diseases including cancer. It is therefore highly desirable 
to develop drugs that modulate the activity of specific 
protein kinases. However, this task is complicated by the 
fact that all protein kinases share a common architec-
ture, so a drug tailored to one kinase is likely to affect 
others as well, causing serious side effects. The Abelson 
tyrosine kinase (Abl) is of special interest because of its 
importance as an anti-cancer drug target. A genetic de-
fect affecting the gene that encodes Abl causes chronic 
myeloid leukemia (CML), and Abl inhibitors are the only 
known anti-CML drugs. The treatment is very effective, 
but a significant proportion of patients relapses due to 
drug resistance-causing mutations in Abl.

During activation, the catalytic domain of a kinase un-
dergoes a number of distinct conformational changes, 
which are usually induced by phosphorylation. Further-
more, most kinases also require interactions with other 
domains or proteins for full activation. Activation of Abl 
involves a complete rearrangement of the domains of 
the protein, and thus the interface between the catalytic 
and the modulator (SH2) domains seems to be a promis-
ing target for new anti-CML drugs [2]. In our project, we 
set out to shed light on the effect of the SH2 domain on 
the intrinsic motions of the catalytic domain.

Methods

We used Molecular Dynamics (MD) simulations, in which 
all atoms of the system are represented by rigid spheres, 
and interactions between them are described by simpli-
fied models. Integration of Newton’s equations of motion 
then yields a trajectory describing the movements of the 
system. The integration is carried out in tiny time steps 
in the range of femtoseconds, which have to be repeated 
millions of times. The simulation of meaningful protein 
motions therefore requires massive computer power.

Classical MD simulations reproduce protein dynamics in 
the nano to microsecond timescale, whereas the quantita-
tive description of large-scale conformational changes re-
quires the use of so-called “enhanced sampling methods”.

We used metadynamics with parallel tempering (PT-
metaD) to reconstruct the free energy surface (FES) of 
the conformational change of a conserved Asp-Phe-Gly 
(DFG) motif at the active site of the catalytic domain. PT-
metaD is an extremely efficient and intrinsically parallel 
method for the calculation of the free energy as a func-
tion of one or more variables. variables (CVs). 
 
All calculations were carried out with the GROMACS4.5 
molecular dynamics package and the PLUMED-plugin 
for free energy calculations. GROMACS is a standard 

7

Figure 2: Enhanced sampling along a collective variable.

Figure 1: Schematic representation of MD simulations.
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package for parallel molecular dynamics calculations of 
large biomolecular systems, which has been extensively 
tested and used on high performance computer systems, 
including a number of Tier-0 resources. 

The project was awarded 25,000,000 core hours, which 
we used with an average of 4,000 CPU/job.

Results

Our simulations indicated that the SH2 domain modi-
fies the motions of the catalytic domain of Abl in two 
ways. On the one hand, it stabilizes and positions some 
elements of the enzyme in an optimal arrangement, and 
on the other hand it channels thermal fluctuations into 
global movements involved in the catalytic process.

In order to validate our model, in collaboration with the 
group of Prof. Giulio Superti-Furga at CeMM in Vienna, 
we designed a set of mutants we predicted to change 
the response of the Abl kinase to its regulatory SH2 do-
main and tested them experimentally for their catalytic 
activity. A number of the proposed mutants did in fact 
modulate the effect of the SH2 domain, thus supporting 
our computational results.

We expect that in the future our findings may open the 
door to the development of anti-CML drugs with a new 
mechanism of action and therefore effective for the 
treatment of patients who have become resistant to the 
current treatments.

On-going Research / Outlook

We were awarded computer time on MareNostrum at 
the Barcelona Supercomputing Center for a follow-up 
project, in which we carried out MD simulations of the 
mutants found to modulate the response to the SH2 do-
main during the first phase of the project. In this second 
phase, we could explain in detail how the mutants inter-
rupted the interplay with the SH2 domain. The results 
of phases 1 and 2 of the simulations, together with the 
experimental data, gave rise to a publication [3]. Similar 
approaches are currently applied to other kinases with 
medical relevance, in order to elucidate their activation 
mechanisms and obtain data for drug design studies [4].
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Figure 3: The regulatory SH2 domain (in grey) stabilizes catalytically 
important motifs of the kinase domain of Abl. The colouring and thick-
ness of the tube-loke cartoon represent the differential flexibility of the 
residues of the kinase.

Figure 5: Abl kinase activation by a large-scale domain rearrangement, 
which leads to changes of the global alnd local dynamics of the catalyt-
ic domain.
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Introduction

The nuclear pore complex facilitates transport of macro-
molecules into and out of the nucleus 
In eukaryotic cells, the nucleus is separated from the cy-
toplasm by the nuclear envelope, which is a double lipid 
bilayer. The maintenance of the integrity of this barrier 
is crucial to cellular viability, and therefore the passage 
of large macromolecules across the nuclear envelope is a 
tightly regulated process. The only passageway through 
which molecules larger than 40 kDa may enter and exit 
the nucleus is provided by the nuclear pore complex 
(NPC, Figure 1). Ions and small molecules pass through 
the NPC via passive diffusion. However, larger cargo (like 
protein and RNA) must be bound to nuclear transport re-
ceptors in order to pass through the NPC. The NPC spans 
the nuclear envelope and gates bi-directional selective 
transport. Because it must accommodate the passage of 
large molecules, such as the subunits of the ribosome, 
the NPC is an immense macromolecular machine. For ex-
ample, the NPC of yeast contains 456 proteins and has a 
mass of approximately 50 MDa.

The constituent proteins of the NPC are called nucleop-
orins. They are classified into two types: structured and 
disordered. There is significantly more experimental data 

available for structured nucleoporins, including their lo-
cations within the NPC. The crucial selectivity, however, 
is conveyed by the disordered nucleoporins, for which, in 
contrast, only very little structural information is available. 
They are known to occupy the central region of the NPC, 
and are thought to form a dense, mesh-like structure, rep-
resented schematically in Figure 1. However, the precise 
arrangement and conformations of the nucleoporins in 
this region are not known, and is currently the subject of 
controversy. Importantly, the mechanism by which this 
“mesh” distinguishes between different cargo molecules 
is unclear. To obtain more detailed structural information 
on the disordered nucleoporins is, therefore, crucial. 

FG-nucleoporins are the gatekeepers responsible for selec-
tive transport through the nuclear pore complex 
The disordered nucleoporins contain many phenylala-
nine-glycine (FG) repeat motifs, and are, therefore, called 
FG-nucleoporins (FG-nups). The FG-nups have been pro-
posed to act as gatekeepers to the nucleus. It has been 
hypothesized that their thermal motion creates an en-
tropic barrier to the passage of large molecules. The 
aggregation of FG-nups has been studied extensively in 
vitro. Polypeptide sequences derived from the FG-nucleo-
porin Nsp1p are able to self-assemble to form hydrogels. 
Remarkably, these hydrogels, which consist of only dis-
ordered nucleoporins, have been found to reproduce the 
selectivity of intact nuclear pore complexes. On the basis 
of these observations, Frey et al put forth a model for the 
selectivity region of the NPC which resembles a hydro-
gel (the “selective phase model”).[2] In their model, the 
FG-nups form a mesh that is primarily held together by 
weak hydrophobic interactions to form a barrier to the 
diffusion of larger macromolecules. However, at pres-
ent, the experimental data available for the structure of 
FG-nups cannot provide a high resolution description 
of their self-aggregation and structural properties. It is 
clear that we need to go beyond schematic illustrations 
of the interior of the NPC, if we are to understand how 
the NPC achieves such a high selectivity. The goal of our 
simulations is to obtain information at the atomistic lev-
el concerning the structure and aggregation properties 
of disordered FG-nups. 

Figure 1. The Architecture of the Nuclear Pore Complex (image by Samir 
Patel, adapted from [1]). Left: side view, right: top view. The dimensions 
of both the yeast and vertebrate NPC are shown in red and green, 
respectively. 
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FG-nucleoporins are intrinsically disordered proteins 
The FG-nups are disordered in solution, which means 
that they populate many conformational states at equi-
librium. Thus, their structure cannot be described as a 
single, well-defined structure like globular, folded pro-
teins (Figure 2a), but must instead be described as a 
structural ensemble (Figure 2b). 

FG-nups are a prototypic example of the functional role 
of protein disorder in biological systems, and beyond 
their particular function are key model systems for dis-
ordered proteins. Intrinsically disordered proteins (IDPs) 
fulfill important biological roles including cell signaling 
and cell cycle regulation. Disordered proteins are highly 
abundant in all kingdoms of life: more than one-third of 
eukaryotic proteins and more than three-quarters of pro-
teins linked to cancer are predicted to contain disordered 
regions. Despite their importance as potential drug tar-
gets, disordered proteins are poorly understood relative 
to the wealth of structural information available for fold-
ed proteins. Disordered proteins are notoriously difficult 
to study using experimental approaches due to their 
tendency to aggregate. Moreover, and on a very funda-
mental level, their description poses formidable chal-
lenges. Disordered proteins and disordered regions of 
proteins have many energetically-accessible conforma-
tional states. Thus, even with hundreds of experimental 
observables, it is not possible to obtain an unambiguous-
ly-determined ensemble of conformations. The structur-
al characterization of disordered proteins is an inherently 
under-determined problem: a small number of restraints 
are insufficient to uniquely define the conformations of 
a system with thousands of degrees of freedom. Molecu-
lar simulations, with their empirical force fields, can offer 
the additional information required to obtain conforma-
tional ensembles for disordered states of proteins. How-

Figure 2a: 16 structures of globular proteins selected from the Protein 
Data Bank (PDB). The native state of these proteins is a folded, globular 
structure with well-defined secondary structure elements (purple: 
alpha-helix; yellow: beta-sheet; green: turn; grey: coil). 

Figure 2b: In contrast to the native state of globular proteins (Figure 2a), 
the native state of a disordered protein consists of a collection of many 
possible structures (a “structural ensemble”). Here, we show a collection 
of 16 randomly chosen structures from the ensemble of a disordered 
FG-nucleoporin. 

ever, these simulations must contend with a massive 
sampling problem, which we have successfully achieved 
using the SuperMUC. 

Results and Methods

Numerical Methods and Algorithms
All simulations described here were performed using the 
GROMACS 4.6 [3] molecular dynamics package. GROMACS 
is one of the fastest molecular dynamics engines availa-
ble today and is highly optimized for both single core per-
formance and scalability. Recent benchmarks performed 
on the SuperMUC cluster show near perfect scaling for 
large (~12 million atoms) systems up to 4096 cores, and 
quite good scaling for smaller (~2 million atoms) systems 
comparable in size to the systems studied here up to 512 
cores [4], Figure 3. Additionally, we have used generalized 
ensemble methods (the replica exchange algorithm, al-
ready implemented within GROMACS) in which the sim-
ulated system is allowed to perform a random walk in 
temperature space. These methods are designed to great-
ly enhance conformational sampling and to achieve near 
perfect scaling regardless of system size, as very minimal 
information (only temperature) must be communicated 
between the individual replicas. 

An ensemble simulation on N nodes will then have high 
parallel efficiency as each of its R individual replicas run-
ning on N/R nodes. Analysis and processing of data gen-
erated by our simulations require large, long-term stor-
age. Configuration snapshots are typically saved at 50 ps 
time intervals and simulation lengths generally span the 
microsecond to millisecond range. The simulations de-
scribed here thus generate a significant volume of data 
consisting of the three-dimensional atomic positions of 
each saved system snapshot. 

a 
b
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Development and Benchmarking of the Simulation  
Approach
Molecular simulations are increasingly being used to ob-
tain conformational ensembles of IDPs. However, there is 
currently no consensus on the accuracy of these ensem-
bles, or the suitability of modern empirical force fields 
for this purpose. We have therefore carried out a rigor-
ous evaluation of the accuracy of de novo intrinsically 
disordered protein (IDP) ensembles. [5] In our study, we 
assessed the accuracy of IDP ensembles obtained using 
state-of-the-art force fields by comparing to NMR and 
small angle x-ray scattering data. Carrying out such a 
comparative study presents a huge computational chal-
lenge, which was only possible with the large compute 
time allocation on the SUPERMUC; the accumulated 
simulation time for all simulations reported in this study 
is nearly one millisecond.

Our comparison of force fields also led to several unex-
pected results. First, the extent of the difference between 
ensembles is unexpectedly large, spanning the complete 
range from globule-like to highly expanded (Figure 4). 
The key finding of our joint experimental-computational 
study is that one single force field, CHARMM 22*, stands 
out in that it is consistent with small angle x-ray scat-
tering and NMR data within experimental error. Thus, 
having obtained an accurate IDP ensemble, the potential 
long-term impact of this work extends far beyond an as-
sessment of force field accuracy. This work has immedi-
ate application to the study of IDPs, which are currently 
of widespread interest in the fields of biochemistry, bio-
physics and computational chemistry.

Related Simulation Studies on Large Biomolecular  
Systems
We have recently carried out related work on another 
large biomolecular system, the ribosome. Our depart-
ment has obtained atomic structures of ribosomes in 13 
intermediate states of tRNA translocation by combining 
X-ray crystallography and cryo-EM data. [6] Translocation 
of tRNAs is coupled to large-scale rotation of the two 
ribosomal subunits. Extensive all-atom explicit-solvent 
MD simulations of the intermediate structures have 
shown that the transition rates for intersubunit rotation 
are surprisingly high, and that the movement of tRNAs is 
rate-limiting for the overall translocation process. A flex-
ible element of the ribosome, the L1 stalk, was shown to 
pull on the tRNAs, thereby helping to overcome the bar-
riers hindering tRNA motion. A recent follow-up study 
showed how the dynamic contact network between the 
two subunits adapts to keep the inter-subunit binding 
free energy at a constant level almost independent of 
the rotation angle. [7] This flatness of the free energy 
landscape rationalizes the rapid rotation on microsec-

7

Figure 3. Scaling of GROMACS on SuperMUC for different system sizes. a, Performance of GROMACS 4.6 on the SuperMUC cluster, using typical bench-
mark systems of 81k atoms (blue, Aquaporin), 2 M atoms (red, the ribosome) and 12 M atoms (green, large aggregate of peptides) in size. Lines show 
perfect scaling. b, Scaling of the systems in a. (Figure taken from Kutzner et. al. 2014 [4])

a b

Figure 4. Ensembles of an intrinsically disordered protein (IDP) in eight 
different force fields (taken from Rauscher et al., 2015 [5]).
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ond timescales. With state of the art microsecond-long 
simulations of the ribosome approaching experimen-
tal timescales, it was shown that the resolution of new 
emerging cryo-EM techniques is limited by the local 
atomic fluctuations. [8] With this knowledge we can now 
extract information about the dynamics of large molec-
ular complexes from cryo-EM experiments. We have also 
carried out a joint experimental-computational study on 
the nuclear transport receptor that interacts with the 
FG-nucleoporins (importin β), which revealed a remark-
able sensitivity of this protein to solution conditions. [9] 

On-going Research 

We are currently using our allocation on the SuperMUC 
to perform large-scale simulations of a variety of intrin-
sically disordered proteins that are implicated in human 
disease. We also are continuing to carry out comparisons 
between our simulated ensembles and primary experi-
mental data to assess the accuracy of our approach, as 
well as to improve existing all-atom force fields. 
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Introduction

Our present project [1], originally titled “computing clin-
ically relevant binding free energies of Ableson kinase 
inhibitors”, is to predict the strength of macromolecu-
lar binding free energies using computationally based 
molecular modelling. Rapid and accurate calculation of 
binding free energies is of major concern in drug discov-
ery and personalized medicine. To perform modelling 
and calculation with optimal efficiency, we have devel-
oped the Binding Affinity Calculator (BAC), a highly au-
tomated molecular simulation based free energy calcu-
lation workflow tool.

Over the past few years, we have uncovered and devel-
oped two new ways of calculating the free energy of 
binding of ligands to proteins. One is ESMACS (enhanced 
sampling of molecular dynamics with approximation of 
continuum solvent); the other is TIES (thermodynam-
ic integration with enhanced sampling). Emphasis has 
been placed on speed and reliability. These methods have 
considerable potential for uptake in the pharmaceutical 
industry; they are also likely to play a key role in the more 
forward-looking field of personalized medicine, under-
pinned by genomic analysis, for drug selection in a clini-
cal context (Fig. 1). 

The underlying computational method is based on clas-
sical molecular dynamics (MD). For purposes of reliabili-
ty, ensembles of replica MD calculations are performed 

and we have found that ca 25 of these are required per 
MD simulation in order to guarantee reproducibility of 
predictions. This is due to the intrinsic sensitivity of MD 
to the initial conditions, since the dynamics is chaotic. 
On multicore machines such as SuperMUC, this plays 
into our hands because, in the time it takes to perform 
one such calculation, all of the members of an ensem-
ble can be computed. The method is therefore fast, with 
free energies being determined within around 12 hours. 
Considerable automation is necessary to perform these 
calculations, which consist of a large number of steps, 
including model building, production MD and data an-
alytics performed on the resulting trajectory files, all on 
SuperMUC. This workflow is a much evolved version of 
the original Binding Affinity Calculator (BAC) [2].

The first system of interest to us within the present pro-
ject was the Abelson (ABL) kinase, implicated in breast 
cancer, to determine how effectively it binds to a num-
ber of drugs. In the initial stages of this work over the 
past year or so, we have been focused mainly on devel-
oping and testing the BAC workflow software, tools and 
services, alongside determining the performance of the 
system in production. In the past three months, we have 
converged on the optimum set of software and been able 
to move into full scale production. This includes a new 
FabSim package for supporting management of complex 
workflows and their execution on remote supercomput-
ers [3], coupled to a user-friendly version of the Binding 
Affinity Calculator, uf-BAC [4].

Fig. 1: The binding affinity 
calculator (BAC) ranks a series 
of compounds/drugs to a given 
protein target, and conversely 
that of a set of variant (mu-
tant) proteins against a given 
ligand. BAC can be used as a 
virtual screening tool in phar-
maceutical drug discovery for 
a large number of compounds, 
and as a key component in clin-
ical decision support systems 
for personalized medicine.

7
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Results and Methods

We have been able to make very important progress in 
our research based on the foregoing initially invested 
effort. At this time we could produce rapid, reliable, ac-
curate and precise predictions of binding free energy 
ranking for the set of compounds originally proposed for 
the ABL kinase system using ESMACS. The same method 
has been used to perform studies on peptide-MHC (ma-
jor histocompatibility complex), FGFR1 (fibroblast growth 
factor receptor 1) [5] and TrkA (tropomyosin receptor ki-
nase A) target proteins. In the last two cases, we have 
also been able to apply TIES to compute relative free en-
ergies of binding within ±0.2 kcal/mol.

The speed, accuracy, precision and reproducibility of 
these results are unprecedented, in a field which has de-
veloped a poor reputation in respect of all these criteria. 
As a result, our work has attracted considerable interest 
from the pharmaceutical industry, for whom an auto-
mated, fast and reliable in silico method could dramat-
ically transform their productivity.

On SuperMUC, we have been using NAMD and Amber 
packages for ensemble simulations of biological systems 
of interest. A typical calculation requires ca 9,800 cores 
using ESMACS and ca 12,740 cores using TIES. We can fill 
up a single phase of the machine (i.e. using ca 160,000 
cores) and compute ca 16 binding affinities using ES-
MACS; or ca 12 relative free energies using TIES, within 
the space of 12 hours in each case; and double this turn 
around if we also make use of both phases of SuperMUC. 
A large number of simulations have been performed, 
involving studies of four drugs and five sequential vari-
ances of ABL kinase. A total of 1,480,315 CPU hours (96% 
of our allocation) has been consumed, and more than 
250 GB data has been generated within the WORK direc-
tory, by this work in January 2016.

On-going Research / Outlook

Our predictions from ensemble simulations are in agree-
ment with previously published experimental findings, 
and/or have been verified by subsequent experimental 
studies performed by colleagues in collaboration with us, 
including within leading pharmaceutical R&D laborato-
ries worldwide [5]. Our findings have demonstrated that 
this approach is able to deliver an accurate ranking of 
ligand binding affinities quickly and reproducibly. Speed 
as well as reliability is essential in order to accelerate the 
drug discovery and development process, as well as to 
offer real-time clinical decision support in personalized 
drug selection. We are exploiting the multicore nature 
of SuperMUC to run many parallel jobs concurrently. It is 
possible for us to produce results within 12 hours. Then, 
with the very substantial amounts of data acquired 
(hundreds of gigabytes) residing on the same machine, 
we can perform the required data analysis, also in paral-
lel, to produce the free energies and error analysis.

The purpose of the requested extension we are making 
here is to further explore, validate and apply the tech-

niques we have developed to existing and emergent 
disease cases, and to better delineate the relative merits 
of our two approaches, ESMACS and TIES, for calculating 
binding affinities. Being able to make such predictions in 
a routine way using computation will also create many 
new opportunities for Europe’s pharmaceutical sector, by 
reducing the time and cost of developing new medicines, 
as well as in healthcare delivery in the clinical context. 
This in turn will benefit wider society through improved 
treatments of an increasingly personalized form, through 
linking drug selection to a patient’s genomic profile.

We plan to use the requested allocation of CPU time to 
investigate two groups of molecules. The first group fo-
cuses on drug selection in cancer treatment, which in-
cludes: estrogen receptor (ER), progesterone receptor (PR), 
aromatase, cyclin-dependent kinase (CDK) and human 
epidermal growth factor receptor 2 (HER2); these are im-
portant prognostic biomarkers and therapeutic targets 
in breast cancer; both ESMACS and TIES will be applied 
to these systems for selecting the best possible drug for 
a given patient. The second group focuses on drug de-
velopment in the pharmaceutical sector, including: Jun 
N-terminal kinase 1 (JNK1), myeloid cell leukemia 1 (MCL1), 
p38 protein kinase, protein-tyrosine phosphatase 1B (PT-
P1B), thrombin, tyrosine kinase 2 (Tyk2); a large number 
of congeneric compounds are available to each of the 
above proteins, to which our TIES approach (and perhaps 
ESMACS too) will be applied for drug screening and com-
pound optimization (Fig. 1). This makes up a total of ca 
200 ligand-protein combinations we wish to calculate 
affinities for.

For the purpose of ranking a set of available compounds 
based on their efficiency of binding to a given protein, 
applicable both in the area of personalized medicine and 
lead optimization, we will need to run ensemble simu-
lations for many compounds concurrently. As indicat-
ed above, a set of biomedical systems can be executed 
concurrently with a single submission script, ensuring 
optimal use of the future SuperMUC Next Generation 
(SuperMUC-NG). 

Based on earlier estimates of number of core hours to 
compute a single ESMACS and a single TIES result, the 
studies we plan to perform require 30M core hours on 
SuperMUC for one year, preferably starting from April 
2016. This proposal is intended to support work we are 
committed to perform within EU H2020 ComPat project 
(H2020-FETHPC-2014, 2015-18), UK MRC Medical Bioin-
formatics grant (MR/L016311/1, 2014-19) and special fund-
ing from the UCL Provost.
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Introduction

This research deals with 2 projects concerning cardiac 
electrophysiology:

1) The most effective therapy for terminating ventricular 
fibrillation (VF) is a strong electric shock delivered by 
an implantable cardioverter-defibrillator. However, the 
high energy required for far-field defibrillation causes 
severe pain, tissue damage, and increased mortality. 
Since investigating new defibrillation technologies in 
vivo is extremely challenging, we utilized computa-
tional modeling to test wide-area low-energy tissue 
simulation for reducing defibrillation energy require-
ments.

2) The heart is a mechanical pump controlled by an electri-
cal signal. Current ccmputer models of cardiac electro-
mechanical function are limited in the sense that they 
cannot take into account the wealth of structural and 
functional data provided by state of the art experimen-
tal and clinical science. This is to be blamed to a large ex-
tent on the significant computational costs incurred in 
models that represent both cardiac anatomy and func-
tion with high geometric and biophysical fidelity. The 
most complex human heart simulations use meshes 
with millions of degrees of freedom, have behaviour at 
each node described by up to 100 differential equations, 
and must solve a linear and non-linear systems at each 
time step. Within the frame of this project we addressed 
several of these aspects to facilitate the simulation of a 
human heartbeat at an unprecedented level of detail.

7

Figure 1: Wide area defibrillation. A) Cardiac conduction system. B) Defibrillation scenarios tested with electrode configurations shown in 
red C) Electrical activity shown with defibrillation shock applied at time 0. Colors represent transmembrane voltage.
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Methods and Results

Defibrillation
VF was initiated via rapid pacing in an image-based 
computer model of the failing human ventricles, com-
plete with a Purkinje network (Fig 1A). Termination of VF 
with energy below the human pain threshold (<0.1J) was 
tested with the electrode configurations in Fig. 1B. Of the 
three configurations, only line electrodes on the ventricu-
lar surfaces terminated VF at energy levels <0.1J (Fig 1C). 

Electromechanics
We developed the first strongly coupled electro-me-
chanical human four chamber heart model. All cham-
bers are represented with full macroscopic scale ge-
ometric detail (Fig 2A) at high spatial resolutions in 
the range of 220 μm up to 880μm [1]. A biophysically 
highly detailed model of a human ventricular myocyte 
model,  comprising state-of-the-art representations of 
both electrophysiology and mechanical force genera-
tion, was developed and used in organ scale simulations 
of a human heartbeat [2]. Strong coupling, achieved by 
accounting for length dependence of Calcium binding 
affinity of the Troponin C buffer, revealed that stretch 
heterogeneity throughout the heart induces a noticea-
ble variability in cytosolic Calcium (Fig 1B). 

The four chamber model was equipped with a topolog-
ically realistic model of the cardiac conduction system 
(Fig 2C). This allows the generation of physiologically re-
alistic activation sequences, which serve as a trigger of 
the heartbeat.

Computational tractability was achieved by improving 
the scaling properties of all PDE solvers used (Fig 2D). In 
particular, a novel algebraic multigrid preconditoner for 
an iterative conjugate gradient solver was developed, 
optimized for deformation problems. Depending on the 
spatial resolution and the corresponding size of the prob-
lem, efficient strong scaling properties were achieved up 
to 2k to 8k cores.

On-going Research / Outlook

It was concluded that low-energy tissue stimulation with 
line electrodes effectively terminates VF, thus paving the 
way for a less damaging, pain-free alternative to tradi-
tional defibrillation therapies. Biological experiments are 
underway to confirm these results.

Overall, the developments of this project constitute a 
significant methodological break-through, which ena-
bles studying cardiac electro-mechanical function at an 
unprecedented level of detail. Specifically, we are going 
to study cardiac resynchronization therapy, wherein the 
goal is to improve pumping efficiency by electrically 
stimulating at several locations. 
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Figure 2: A) High resolution human four chamber heart geometry model. B) Impact of length dependent Calcium binding of TnC. Shown is Calcium 
with (top) and without (bottom) length dependence of binding affinity. C) Activation sequence (wavefront visualized as red isosurface) initiated by a 
topologically realistic model of the cardiac conduction system. D) Strong scaling experiments using three different spatial resolutions, a coarse mesh 
(CM), a medium mesh (MM) and a fine mesh. Degrees of freedom and minimum execution times are given in [1].



274

Life Sciences and Biology

Iphigenie/CPMD: Accurate and Efficient  
QM/MM Molecular Dynamics

Research Institution
Ludwig-Maximilians-Universität München
Principal Investigator
Gerald Mathias
Researchers
Magnus Schwörer
Project Partners
KONWHIR

SuperMUC Project ID: pr89xe

Introduction

Chemical and physical properties of biomolecules are 
distinctly modified by the surrounding aqueous solvent. 
Thus, solute-solvent interactions are experimentally 
probed to elucidate biomolecular working principles. 
Accurate modeling of such solvation effects supports 
the interpretation of experiments down to atomic res-
olution. Here, a key application is the computation of vi-
brational spectra that have been experimentally probed 
during a biomolecular reaction.

Computational approach

Molecular properties of the solute such as vibration-
al spectra can only be accessed by high-level quan-
tum-chemical methods, in our case the grid-based den-
sity functional theory (DFT) program CPMD [1], which is, 
however, computationally too demanding to employ it for 
large solute-solvent systems. Instead, we have developed 
a hybrid molecular dynamics (MD) approach, see Figure 
1, in which we model the solvent on molecular mechan-
ics (MM) force field level, whose accuracy is enhanced by 
additional polarizable terms (PMM) implemented the  
(P)MM-MD package IPHIGENIE [1]. The computation of 

the interactions between the DFT and PMM fragments 
poses a considerable challenge because it involves on the 
order of 1012 pair interactions between the DFT charge den-
sity on ~107 grid points and ~105 PMM charges and dipoles 
of the solvent. Moreover, the DFT electron density and the 
PMM polarization terms have to be brought to mutual 
self-consistency, which requires multiple evaluations of 
DFT/PMM interactions during each MD integration step. 
This computational effort has become manageable by 
developing a nested hierarchical fast multipole expansion 
scheme (FMM), which computes DFT/PMM interactions 
in a linearly scaling fashion [2]. The approach is Hamilto-
nian and, thus, guarantees energy conservation and ex-
cludes artificial distortions of the electron density at the 
interface between the DFT and PMM fragments by using 
Gaussian distributed PMM charges and dipoles. 

A second challenge when computing the properties of 
biomolecules in solution is the conformational sampling 
of the solute and of the solvent environment. Particularly 
sampling the conformational space of (bio-)molecules by 
plain molecular dynamics (MD) simulations is computa- 
tionally inefficient. If one aims at an unbiased structural 
ensemble or has no prior knowledge of the free energy 
landscape, so-called generalized ensemble methods can 
alleviate the sampling problem. Here, we have combined 

7

Figure 1: A alanine dipeptide (Ac-Ala-NHMe) treated by DFT immersed 
in PMM water. The electron density (shaded area) is colored according 
to the electrostatic potential generated by the solvent. PMM dipoles are 
indicated by blue arrows.

Figure 2: Sketch of the DFT/PMM FMM scheme. Close PMM atoms 
(within range l=-3) interact directly with the grid points. At larger 
distances (range l=-2) a PMM atom interacts collectively with a group of 
grid points (called voxels, dark gray square). A PMM atom within range 
l=-1 collectively interacts with all voxels associated with the DFT atom μ 
(light gray squares). For even larger distances both DFT and PMM atoms 
are grouped together (ranges l=0,1,2,..) in the FMM scheme of Iphigenie.



275

Iphigenie/CPMD: Accurate and Efficient QM/MM Molecular Dynamics

the DFT/PMM hybrid approach with the simulated sol-
ute tempering (SST) generalized ensemble method [4] 
sketched in Fig. 3. Because SST effectively heats up only 
the solute it requires only a few rungs on the SST temper-
ature ladder and yields a particularly efficient sampling 
needed for the costly DFT/PMM method. The necessary 
SST parameters, so-called weights, can be obtained from 
inexpensive preparatory PMM simulations.

Results 

The combination of the DFT/PMM and SST methods pro-
vides an efficient and highly accurate simulation setup 
that is scaling almost perfectly on SuperMUC Phase 2. 
Figure 4 shows the strong scaling of 128 replicas of the 
molecule alanine dipeptide (22 DFT atoms) shown in Fig. 
1 solvated in PMM water (30000 PMM atoms). The inset 
shows the single replica scaling that demonstrates that 
the DFT/PMM coupling retains the excellent scaling be-
havior of CPMD for hybrid MPI/OpenMP parallelization. 
Particularly the optimal 7 OpenMP threads per MPI pro-
cess reflect that CPMD fully profits from the Haswell mi-
croarchitecture of SuperMUC Phase 2. During the initial 
friendly user phase of Phase 2 we were able to scale the 
program to the full machine using up to 86k cores. 

As a first sample application we chose the free energy 
landscape of alanine dipeptide shown in Figure 5, which 
allows to identify typical molecular configurations. Here 
we find two prominent PP2 (φ, ψ) ≈ (-90°, 150°) and α-like 
(-90°, 0°) minima and the separating barriers.

On-going Research / Outlook

Currently we are analyzing further data obtained on the 
alanine dipeptide system. Particularly, the data refine the 
free energy landscape (Fig. 5) and compare free energies 
and barrier heights to other sampling methods. Further-
more, we have computed vibrational spectra based on 

the SST conformational sampling, such that we can map 
spectral features to the conformations of the molecule. 

The CPMD - IPHIGENIE interface has been updated to the 
latest CPMD release 4.1 and has been verified for larger 
DFT subsystems.
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Figure 3: In SST simulations the system replicas frequently change the 
simulation temperature. At high temperatures enthalpic barriers can 
be crossed and newly visited molecular conformations can contribute 
to the ensemble of interest at low temperature after the replica has 
travelled through temperature space. 

Figure 5: Free energy landscape of alanine dipeptide [4] obtained from 
DFT/PMM SST simulations.

Figure 4: Strong scaling of a single replica (top inset) vs. the scaling of 
the SST generalized ensemble. The single replica setup is used to deter-
mine the optimal parallel setup (MPI+OpenMP).
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Introduction

The β2-adrenergic (ADRB2) and vasopressin receptors are 
members of the seven transmembrane receptor (7TMR) 
family, also known as G-protein coupled receptors (GP-
CRs), which represent the targets for more than 30% of 
marketed medications. The discovery of two different 
affinity-states of the ADRB2, controlled by the intrinsic 
activity and guanine nucleotide concentration, led to 
the proposal of a ternary complex model, in which both 
a ligand and an intracellular binding partner cooperate 
to achieve an active-state G-protein coupled receptor.
[1] Cathecolamine binding to ADRB2 leads to heterotri-
meric G-protein-dependent signaling, which results in 
the release of cyclic adenosine monophosphate (cAMP).
[2] This eventually causes GPCR kinase- (GRK)-dependent 
phosphorylation followed by β-arrestin binding, a pro-
cess known as desensitization.[3,4] It was subsequent-
ly discovered that some ADRBs can promote G-protein 
independent β-arrestin-signaling. The mechanism un-
derlying the effect of an agonist ligand on the confor-
mational space of the GPCR and the resulting conforma-
tional selectivity/cooperation toward coupling partners 
remains unresolved. In the present project, we have per-
formed over 120 microseconds of atomistic simulations 
reveal the mechanism that underlies the cooperative 
effect between intracellular binding partners (G-protein, 
β-arrestin or protein nanobodies) and agonist ligands. 
These studies allowed the underlying mechanism to 
be extended to antagonists and inverse agonists and 
confirmed the cooperative arrestin-ligand activation of 
7TMRs.

The project has resulted in an in silico protocol for pre-
dicting not only ligand-binding affinities, but also func-
tional selectivity and intrinsic activity. This protocol can 
be extended to other GPCRs.

Results and Methods

We have developed a novel scheme based on combin-
ing atomistic molecular dynamics (MD) simulations, the 
well-tempered variant of metadynamics and the multi-
ple-walker technique. The highly parallelized GROMACS 
suit with the PLUMED plug-in for the metadynamics sim-
ulations could be scaled up to one island of the Haswell  
nodes on SuperMUC. This allows extremely expensive 
metadynamics simulations of two-microseconds each 
to be converged in an overnight run. 

Our simulations on a set of ligands with varying intrin-
sic activity and functional selectivity (toward both the 
G-protein and arrestin) showed that changes in the 
binding affinity caused by the intracellular binding part-
ner (G-protein or arrestin) correlate with the ligands’ 
intrinsic activities towards these coupling partners. The 
binding affinity is enhanced in the case of agonists, de-
creased for inverse agonists and remains unaffected for 
antagonists (see Figure 1). The changes found for the  
ligand-binding affinities were also found for the binding 
affinities of the corresponding G-protein and arrestin. 
These results, therefore, allow simulations to be used 
for the first time to predict and explain the intrinsic and 
functional selectivity of ligands on GPCRs.

Ongoing Research / Outlook

Molecular-dynamics simulations have so far not scaled 
well enough to allow sufficient sampling to derive ther-
modynamics parameters to predict experimental prop-
erties accurately. In this project, with the assistance and 
support of the LRZ, we were able to design a new sam-
pling protocol that can derive these properties in simu-
lations as fast as an overnight run on the 512 node of a 
phase 2 islands. Extending to more nodes or islands can 
potentially make these expensive calculations routine in 
the computer-aided drug-design process. We aim to be 
able in our next project to extend our calculations over 
several islands, which will allow us to address far more 
complex problems. This will require further method de-
velopment to optimize the simulation protocol for this 
task. A new large-scale proposal has thus been submit-
ted for the current Gauss-call.
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Introduction

Cell division protein FtsZ is the organizer of the bacterial 
cytokinetic ring. FtsZ is a filament-forming GTPase that 
is thought to generate constriction force by a combina-
tion of filament bending, condensation and recycling. 
FtsZ and its eukaryote relative, tubulin, have molecular 
switches in their assembly-disassembly cycle, triggered 
by the presence or absence of the nucleotide gamma 
phosphate, which permit polymer regulation. Given its 
key role in division of the majority of bacteria, FtsZ has 
emerged as target for seeking new antibiotics to fight 
the widespread emergence of pathogens resistant to 
current antibiotics.

Only very recently the assembled sates of a straight FtsZ 
have been solved at atomic detail. Using this novel infor-
mation, our goal is to perform all-atom simulations of 
long filaments bound to several biologically character-
ized modulators to better understand their inhibition 
mechanisms. In particular, we are interested in the rela-
tionship between the assembly molecular mechanism 
and the binding of modulators to help the rational de-
sign of new antibiotics.

We recently report a state of the art study of the FtsZ fil-
ament dynamics interpreted in the context of the assem-
bly cycle of this essential cell division protein [2]. In con-
trast with all previous studies based on the inactive (not 
functional) closed-cleft FtsZ conformation studies, our 
large scale simulations studies disclose different filament 
curvatures supported by nucleotide-regulated interfacial 
dynamics. Moreover, we have monitored, for the first time, 
the relaxation from the active polymer conformation to 
the inactive closed-cleft conformation of FtsZ monomers. 
In agreement with experimental data, these ground-
breaking results unravel the natural mechanism of the 
FtsZ assembly switch. Integrating this assembly switch 
and the nucleotide-dependent interfacial filament sta-
bility, our work offers a detailed molecular interpretation 
of the assembly-disassembly FtsZ cycle and its inhibition. 
Based on these results, we strongly think that the struc-
ture-based drug discovery efforts on this system can be 

only tackled by targeting the dynamics of the functional 
filament structure using atomistic simulations.

Results and Methods

Here we performed a molecular dynamics simulation 
study of FtsZ filament structures bound to several bio-
logically characterized modulators to better understand 
their inhibition mechanisms. MD simulations were per-
formed on FtsZ heptamers (~500,000 atoms, including 
water molecules). generated by crystallographic symme-
try operations from the X-ray crystal structures of SaFtsZ 
bound to GDP (PDB ID 3V08) and to complex PC190723 
(PDB ID 3V0B). The GDP and PC190723 crystallograph-
ic coordinates were replaced by optimized poses of the 
tested compounds in the corresponding binding site. For 
each filament-compound system, we carry out at least 
five MD simulations of 300-500 ns in length. Note that 
these FtsZ filaments are quite flexible and require long 
simulation times to achieve convergence. We typical-
ly employ 1024 cores to produce the long scale simula-
tions that imply around 0.65 CPU hours/ns. Therefore 
the production time of one simulation system roughly 
takes several days to complete. The amount of sampling 
required to carry out all the simualtions planned would 
not be possible without the level of performance and 
scalability offered by SuperMUC.

There are a growing number of substances, some of them 
the product of large screens that have been reported to 
have some effect on FtsZ polymerization, FtsZ GTPases 
or bacterial cytokinesis [3]. There are two main binding 
sites 1) the nucleotide binding site located at the inter-
face between dimers 2) interdomain cleft between C-ter-
minal and the N-terminal domains. Therefore depending 
on the binding site we performed to type of studies: 

1) Targeting the polymerization interface between FtsZ 
monomers including the GTP binding site. This includes 
two optimized analogs [4] of the polyhydroxy aromat-
ic compounds, a Chrysophaentins fragment report-
ed to be active [5], and two unpublished compounds 
obtained from an in house virtual screening study. All 
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these compounds that cover representa-
tive different scaffolds are GTP-replacing 
FtsZ inhibitors with antibacterial activity.

2) Targeting the FtsZ activation switch. First 
we revisited the filament stabilization 
mechanism of the effective antibacte-
rial compound PC190723, which binds 
at a cleft between both FtsZ domains. 
Then we study more effective deriva-
tives [6]. We also study a several fluores-
cent derivatives amenable for binding 
assays. Finally, we performed simula-
tion on three novel compounds with an-
tibacterial activities that also target the 
PC190723 binding site that we have iden-
tified from virtual screening approxima-
tion. 

On-going Research / Outlook

Our results indicate the in the case of nucle-
otide site all compounds tested have a clear 
destabilization effect. By the contrary, in the 
case of PC190723 derivatives, the binding into 
the cleft between domains blocks the protein 
in the open filament-forming conformation. 
Conforming our previous simulations and in 
agreement with biochemical and structural 
studies, the maintenance of the cleft open 
avoids disassembly. In this context, we also 
explore some of the resistance mutations to 
these compounds (see Figure 1). We are cur-
rently analyzing the data in order to exploit 
these results for the structure-based drug dis-
covery and desing. Molecular dynamics sim-
ulation was also used to test the stability of 
binding of three virtual screening compounds. 
Unfortunately, we encounter stabilization and 
convergence issues with such compounds de-
pending on the initial configuration used in 
the simulation that we are still trying to over-
come. However, we have no problems to simu-
late the fluorescent derivatives. In fact, thanks 
to the simulations performed on superMUC, 
we gathered enough information to guide 
the design of such compounds. Based on this in-
formation, and in collaboration with experimentalists, 
we have designed and synthesized several fluorescent 
probes to be used in ligand-binding assays. This probes 
are already been used in competitive binding assays and 
we are preparing a manuscript to be submitted within 
the next weeks.

In our ongoing research we currently analyze the effect 
of all these modulator compounds on the FtsZ assembly 
mechanism based on the simulations run on SuperMUC. 
In collaboration with experimentalist we are now con-
fronting these results with experimental evidences. We 
hope that structural keys observed in the dynamics of 
the filaments will be very valuable to optimize and design 
new antibiotic compounds targeting Ftsz dynamics. 

Figure 1: Destabilizing effect observed in one of 
the mutants tested. The filament structure (violet 
ribbons) exhibited a dynamic and heterogeneous 

curvature indicating instability. The initial confor-
mation is shown in gray. 
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Extreme Scale-out on SuperMUC Phase 2
In May 2015, LRZ started the reliability test of the new 
Peta-Scale System SuperMUC Phase2. In a 28-day block 
operation, the most demanding software applications 
were used to stress test the new parallel environment 
and MPI, the interconnect, and the I/O system, as well 
as the electrical and cooling infrastructure. Therefore, 
the LRZ invited 41 users to the “Extreme Scale-Out” block 
operation, to perform scaling tests on the new system 
using 14 different application codes. The codes as well as 
their measured power consumption are listed in Table 1.

Table 1: Applications from the Extreme Scale-out workshop on Super-
MUC Phase 2. TDP stands for Thermal Design Point.

The “Extreme Scale-Out” block operation was organized 
as a workshop. During a 1-day kick-off meeting, all teams 
presented their codes and could reserve SuperMUC 
Phase 2 for up to three full days. Each team was required 
to be present at LRZ during their reserved time slot. Dur-
ing regular office-hours, the team members would then 
get exclusive access to the LoadLeveler queue “special”, 
where they could profile, debug and run their code up 
to the full system size of 86,016 cores. The team mem-
bers would also have exclusive access to the new GPFS 
file system, where they could perform massively paral-
lel I/O tests. In the special queue, jobs from 1 node up to 
the full system size of 3,072 nodes could be submitted 
and would start immediately since no users from other 
teams were allowed on the system.

This first part of the reliability test was designed to find 
bugs in the hardware, parallel environment and I/O sys-
tem. Therefore, application experts and system adminis-
trators from IBM and LRZ, as well as the team members 
were present for the application runs, and only one appli-
cation code was executed at a time. Indeed, several bugs 
and problems were found and could be fixed before the 
regular user operation of the new system started (see 
the end of this article for examples).

A second aspect of the reliability test was to simulate the 
regular operation of the new system. For this, a second 
LoadLeveler queue “general” was created that was only 
active at night. Users from all teams were allowed to 
continuously submit jobs to the general queue, from 1 
node up to half of the system size, i.e. 1,536 nodes. The 
nightly runs using the general queue would therefore 
simulate the regular operation of the system.

In total, 63.4 million core-hours were available during 
the 28-day period for the participants of the workshop, 
of which 43.8 million core-hours were used by the appli-

cations, resulting in an overall utilization of 69%. The top 
3 users were using 15.2, 6.4, and 4.7 million core-hours, 
respectively.

Some highlights from the workshop were:
• Largest cosmological simulation to date (10% of the 

visible universe simulated using the Gadget code)
• Largest pseudo-spectral simulation of interstellar tur-

bulence (10,0003 Cells using FLASH)
• Factor 100 better resolution for molecular spectra, and 

largest QM/MM replica exchange simulation (Iphige-
nie/CPMD)

• 2 Applications with sustained PFLOP/s Performance for 
more than 20 hours (SeisSol and LS1-Mardyn)

• Impressive strong scaling results for a seismic recon-
struction problem using GPI-2 (computing time for 
one specific problem could be reduced from 16 hours 
to 55 seconds)

During the workshop, the performance and system 
monitoring tools registered a total of 6,751 jobs. There 
were 1,151 jobs that used at least 1,000 cores, 808 jobs 
that used more than 10,000 cores and 291 jobs using 
more than half the machine (43,008 cores). There were 9 
full-machine jobs with a runtime of over 6 hours, and the 

    

Software Application Science Watts/Node Percent TDP MPI tasks
SeisSol Seismology 348 97,21 3072
Seven-League Hydro Astropysics 254 70,95 86016
PSC Plasmaphysics 249 69,55 86016
Musubi Lattice Boltzmann 244 68,16 86016
BQCD Quantum Chromodynamics 241 67,32 86016
CIAO CFD, Combustion 237 66,20 86016
LS1-Mardyn Material Science 234 65,36 172032
FLASH Astro CFD 229 63,97 86016
waLBerla Lattice Boltzmann 223 62,29 172032
Gadget Cosmology 173 48,32 6144
ILBDC Lattice Boltzmann 166 46,37 86016
Vertex3D Stellar Astrophysics 159 44,41 6144
Iphigenie Molecular Dynamics 108 30,17 12288
GPI-2 / GASPI Global Adress Space Library 98 27,37 57344
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largest job consumed 1.2 million core-hours in a single 
run of 14.4 hours.

Each dual-socket Haswell EP node of SuperMUC Phase 
2 contains 28 cores, resulting in a maximum of 56 tasks 
per node, if hyper threading is used. Only one software 
package utilized 56 tasks per node, most projects used 28 
tasks per node. However, a significant amount of projects 
used a hybrid approach with varying numbers of Open-
MP threads per node. In the hybrid OpenMP/MPI set-up, 
the applications used 1, 2, or 4 MPI tasks per node and 
28, 14, or 7 OpenMP threads, respectively. For some codes, 
these factors of 7 instead of the more common powers 
of 2 for the thread-count were a challenge and required 
some modifications.

Figure 1 shows the electrical power in Watts consumed 
by SuperMUC Phase 2 for each run versus the number of 
cores used by this run. One can see that the power con-
sumption scales nearly linear with the job size. For the 
largest jobs, a maximum of more than 1 MW was meas-
ured. To minimize the power consumption of large jobs, 
it is crucial to optimize the node level performance of an 
application. More than a relative factor of 10 in the varia-
tion of power consumption was observed for the largest 
jobs with 86,016 cores, which is not only important for 
the layout of the electrical infrastructure, but ultimately, 
also determines the power bill. The most power hungry 
compute intensive simulation code SeisSol (more than 1 
PFlops sustained, cyan circles) used several times more 
energy in comparison to the memory bound Lattice 
Boltzmann Code ILBDC (red circles).

In the following, we give a brief description of some of 
the applications that participated in the workshop.

FLASH (Astrophysics, C. Federrath)

FLASH is a publicly available, modular, grid-based hydro-
dynamical code for the simulation of astrophysical flows. 
In the framework of the SuperMUC Phase 2 scale-out 

Figure 2: Weak scaling of the FLASH code.

Figure 1: Scaling of the total power consumption of the system versus 
job size, measured by the number of cores used for each job. Different 
colors decode the different software packages used.

workshop, the current version (Flash4) was optimized 
to reduce the memory and MPI communication require-
ments. In particular, non-critical operations were per-
formed in single precision, without causing any signifi-
cant impact on the accuracy of the results. This lead to 
a memory reduction of 75%. Also, the code was 3.6 times 
faster than the version used for the previous large-scale 
project at LRZ, and scaled remarkably well up to the 
whole Phase 2 system (Figure 2).

The FLASH team used the scale-out workshop to pre-
pare a simulation of supersonic, isothermal turbulences 
with an unprecedented resolution exceeding 10,0003 

grid elements. The simulation required several million 
core-hours, used about 155 TB of memory, and every data 
dump was 19 TB in size. This simulation was devoted to 
studying the complex flow pattern in the interstellar me-
dium, with the aim of fully resolving the sonic length. It 
marked the transition scale between compressible and 
incompressible turbulence, where the turbulent cascade 
crosses from the supersonic into the subsonic regime.

Seven-League Hydro (Astrophysics, P. Edelmann)

The Seven-League Hydro (SLH) code is an astrophysical 
hydrodynamics code that solves the compressible Eu-
ler equations using a finite-volume method including 

Figure 3: Strong scaling of the ILBDC code with a fixed bed reactor geom-
etry with 17,500 x 3,500 x 3,500 nodes at two clock frequencies (ca. 1,011 
fluid nodes ≈ 19, 6 TiB). PPND denotes the processes per NUMA domain.
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source terms for gravity, nuclear reactions and thermal 
conduction, focusing on the simulation of the interior of 
stars. As these generally involve flows at very low Mach 
numbers, SLH includes a special discretization that re-
duces the excessive artificial dissipation which usually 
occurs in this regime. It also uses implicit time-stepping 
to overcome the CFL criterion (Courant-Friedrichs-Lewy 
number <1), which is exceedingly restrictive at low Mach 
numbers, leading to an overall more efficient scheme. 
The most time-consuming part of the computation is 
solving very large sparse Jacobian matrices using itera-
tive linear solvers (e.g. BiCGstab, or multi- grid). These op-
erations are mostly limited by the memory bandwidth. 
The code is parallelized with MPI and OpenMP, allowing 
pure MPI and hybrid MPI+OpenMP configurations.

For the scaling tests on SuperMUC Phase 2, the Taylor–
Green vortex was chosen, a commonly used benchmark 
for the capability of turbulence simulation codes. It can 
easily be scaled to an arbitrary number of grid cells, has 
a very homogeneous flow pattern and does not involve 
any source terms. This allowed strong scaling tests of a 
2,0163 grid up to the full machine. The minimum number 
of cores needed to store the sparse Jacobian matrix in 
memory is 21,504, using ~2.3 GiB/core. The code shows 
more than ideal scaling behavior in the step from 21,504 
to 43,008 cores. This is very likely due to cache effects, 
since similar behavior was observed on SuperMUC Phase 
1. Hybrid and pure MPI parallelization behave very sim-
ilarly. Using IBM MPI, acceptable scaling was achieved 
even with 86,016 tasks. Intel MPI could not be tested 
with a high number of MPI tasks due to limitations in 
the Intel MPI library during the workshop.

ILBDC (Computational Fluid Dynamics, M. Wittmann)

ILBDC is a D3Q19-TRT lattice Boltzmann flow solver. Figure 
3 (right panel) shows the strong scaling behavior of ILB-
DC from two to six islands for a CPU frequency of 2.6 GHz 
(left panel). Despite the 19 concurrent memory streams 
and indirect memory access, ILBDC achieves 87% of the 
memory bandwidth of the simple STREAM copy bench-
mark. Typically, 5 processes per NUMA domain (PPND) 
saturate the memory bandwidth. In the large-scale case, 
communication partially effects this behavior. With the 
Haswell-EP architecture, the sustained memory band-
width of a node is almost independent of the core fre-
quency. Consequently, ILBDC running at a CPU frequency 
of 1.2 GHz achieves 93% of the performance at a CPU fre-
quency of 2.6 GHz (Fig. 3, right panel). For memory-bound 
codes, reducing the core frequency and the number of 
cores used per NUMA domain has only minimal per-
formance impact. This bears the potential to drastically 
save energy on SuperMUC Phase 2.

Iphigenie/CPMD (Life Sciences, G. Mathias)

The MPI/OpenMP-parallel molecular dynamics package 
IPHIGENIE/CPMD links the publicly available molecular 
mechanics code IPHIGENIE [1] with the quantum–me-
chanical density functional theory application CPMD [2].  
It is designed for highly accurate and efficient hybrid 

QM/MM–MD simulations of biomolecules in their na-
tive solvent environment. In particular, the use of polar-
izable molecular mechanics force fields for the aqueous 
solution set it apart from related approaches. Efficient 
sampling of bio-molecular conformations is achieved 
by employing generalized ensemble techniques, which 
jointly simulate multiple replicas of a system and require 
only sparse and infrequent communication between the 
replicas.

For the scaling tests, the Alanine dipeptide (Ac-ALA-
NHMe) molecule was chosen as the DFT fragment at 
a plane wave cutoff of 100 Ry. It was solvated in 4,500 
water molecules, described by a complex, polarizable wa-
ter model. A total of 128 replicas of the system span the 
generalized ensemble. The best node level performance 
was achieved using 4 MPI tasks and 7 OpenMP threads 
per MPI task.

Figure 4 shows the scaling behavior on SuperMUC Phase 
2, normalized to the performance at 5,376 cores. The ap-
plication scales very well up to the full machine (86,016 
cores). The graph even shows some super-scaling effects. 
Based on this excellent scaling, the team decided to use 
SuperMUC Phase 2 to target fundamental questions 
related to protein folding and vibrational spectroscopy 
with unprecedented accuracy.

PSC, the Plasma Simulation Code  
(Plasma Physics, K. Bamberg)

The Plasma Simulation Code PSC is a general purpose 
framework to solve the extended Maxwell-Vlasov and 
extended Maxwell-Vlasov-Boltzmann equations via the 
Particle-In-Cell approach. Recent extensions comprise 
the self-field effects of radiation and electron-positron 
pair production in strong fields. PSC is a well-tested, 
widely recognized and reliable Particle-in-Cell Code that 
has also been used as a basis for other codes, e.g. the 
EPOCH code. PSC was ported to a modern modularized 

Figure 4: Strong scaling of a IPHIGENIE/CPMD generalized ensemble 
molecular dynamics simulation on SuperMUC Phase 2.
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C simulation framework, supporting bindings to FOR-
TRAN and C/CUDA, featuring selectable field and parti-
cle pushers. The PSC framework allows the simulation 
of a large set of problems ranging from ultra-thin foils 
as light sources and proton-driven wake fields to quan-
tum electrodynamic effects in extreme laser fields. PSC 
enables the simulation of large-scale, three-dimensional 
problems, e.g. ELI and AWAKE at CERN.

GASPI (Computer Science, M. Kühn)

FRTM, the framework for reverse time migration, was 
chosen as a showcase for GPI-2. The FRTM code is used 
for seismic imaging in exploration for oil and gas. It fully 
respects the two-way wave equation and provides high 
quality imaging, even in regions with complex geological 
structures, e.g. regions composed of steep flanks and/or 
high velocity contrasts. Reverse time migration has high 
demands on the underlying compute resources. Com-
plex physical modeling, large target output domains, 
large migration aperture and/or high frequency content 
require efficient parallelization on the algorithmic side.

In FRTM, the parallelization is based on a fine granular 
domain decomposition on a regular grid. It is supple-
mented by a fully asynchronous, data dependency driv-
en, task based execution. Remote completion is used to 
take the data dependency driven execution from the pro-
cess local level to the inter process level. The underlying 
halo exchange is implemented efficiently with GPI 2.0 
which perfectly fits into this concept. GPI 2.0, the next 
generation Global address space Programming Inter-
face, is a scalable communication API for one-sided, truly 
asynchronous communication primitives with remote 
completion. It is the reference implementation of the 
GASPI specification and is released under GPLv3 (www.
gpi-site.com).

For the workshop, the strong scalability of a 15Hz single 
shot migration of the SEAM dataset achieved by FRTM 
was analyzed. The SEAM dataset is a well-established 
synthetic benchmark used to evaluate the quality of 
seismic imaging algorithms. The computational cost for 
a single shot migration is dominated by the finite dif-
ference modeling of the wave equation. The underlying 

physical model is given by a tilted transverse isotropic 
medium. The finite difference approximation of the tem-
poral discretization is second order, the spatial part is an 
8-th order discretization.

Up to 512 nodes, the scaling behavior on SuperMUC 
Phase 2 is almost perfect with a parallel efficiency of 
94% at 512 nodes, 75% at 1,024 nodes, and 70% at 1,536 
nodes, respectively. The declining parallel efficiency could 
be caused by the reduced inter-island network band-
width or by the transition from a 2D to a full 3D domain 
decomposition beyond 512 nodes. Using 1,536 nodes, the 
absolute run time of FRTM for a single shot migration is 
54.5 seconds, corresponding to a single precision floating 
point performance of 210 TFlop/s. The same input data 
set took 16 hours on a single node. This excellent strong 
scaling behavior of FRTM using GPI 2.0 enables interac-
tive velocity model building based on RTM as driving en-
gine.

Gadget (Astrophysics, K. Dolag)

GADGET is a widely used, publicly available cosmologi-
cal N-body/Smoothed Particle Magnetohydrodynamics 
(TreePM-MHD-SPH) simulation code. It uses an explicit 
communication model implemented via MPI. For gravi-
ty, GADGET uses a TreePM algorithm, based on the fully 
MPI-parallelized FFTW library to perform the PM part of 
the gravity solver. Thereby, the long range gravity part 
is computed by sorting the particles onto a mesh and 
solving the Poisson equation via FFT; the short range 
part is determined from a Tree-walk algorithm, comput-
ing a direct sum of the forces between the particles and 
tree nodes (TreePM). Hydrodynamics is solved via the 
Smoothed Particle Hydrodynamics (SPH) method, which 
also make use of the Tree-walk algorithm to perform 
the neighbor search. Additional processes rely on vari-
ous different numerical methods, for example transport 
processes are solved by a conjugated gradient method. 
These different physical modules are already optimized 
for mixed shared/distributed memory architectures, 
making use of OpenMP. In addition, most of the physics 
modules – for example star formation, thermal conduc-
tion, black hole treatment and on-the-fly post-process-
ing, which are essential for modern cosmological appli-
cations – have been prepared for the latest architectures, 
resulting in a 30% performance improvement and effi-
cient scalability up to 131,072 cores on SuperMUC Phase 1.

During the workshop, GADGET was used to perform one 
of the largest cosmological hydrodynamical simulations 
(in terms of resolution elements and covered cosmolog-
ical volume) to date. The simulation followed 2 x 4,5263 
particles and contained a detailed description of various, 
complex, non-gravitational, physical processes which 
determine the evolution of the cosmic baryons and im-
pact their observational properties (for details, see www.
magneticum.org). Amongst them are the star formation 
and related feedback; chemical pollution by Supernovae 
Type Ia, Supernovae Type II, and asymptotic giant branch 
(AGB) winds; transport processes like the thermal con-
duction, as well as the evolution of black holes, and their 

Figure 5: Scalability of FRTM using GPI-2.
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related active galactic nucleus (AGN) feedback. All these 
processes are self-consistently coupled with the underly-
ing hydrodynamics. GADGET also uses a new optimiza-
tion of the tree walk (GreenTree) as well as OpenMP lock 
improvements.

Including hyper-threading, GADGET was running with 
172,032 threads in an OpenMP/MPI hybrid configuration 
on SuperMUC Phase 2. Apart from excellent scaling up 
to the full machine, GADGET also showed an extremely 
good I/O performance with 130Gbyte/s for writing and 
150Gbyte/sec for reading of the regular 66 TByte check-
point files every two hours. Overall, more than 4 Pbyte of 
data was produced during the workshop.

BQCD (High Energy Physics, M. Allalen)

The Berlin Quantum Chromodynamics code BQCD has 
implemented various communication methods: MPI, 
OpenMP, hybrid MPI+OpenMP, as well as single sided 

communication using SHMEM. The kernel is an iterative 
solver of a large system of linear equations, using the 
conjugate gradient algorithm, with more than 95% of 
the overall execution time spent in the solver. The domi-
nant operation in the solver is a matrix-vector multiplica-
tion of a large and sparse hopping matrix. The entries in 
a row are the eight nearest neighbours of one side of the 
four-dimensional lattice. The conjugate gradient solver 
is communication intensive and represents the overall 
performance of the program in real world simulations. It 
serves as a good test to check the latency and resulting 
communication overhead.

Several strong and weak scaling runs were performed 
during the workshop. One difficulty was to find the right 
lattice size to fit in to the data cache, another was to de-
scribe the full system with a local lattice which fits the 
Infiniband network. Figure 5 shows the performance re-
sults of the conjugate gradient solver for the pure MPI 
versus the hybrid version, using lattice sizes of 483 x 112, 
643 x 112, 963 x 224, and 1283 x 336. Up to 4 islands (57,344 
cores), the best performance is achieved using MPI only. 
On the full system, the hybrid version of the code deliv-
ers the best performance for all the lattice sizes using 7 
OpenMP threads per MPI task.

CIAO (Computationial Fluid Dynamics, T. Falkenstein)

CIAO is an in-house code developed in collaboration be-
tween the Institute for Combustion Technology at RWTH 
Aachen University and Sogang University. Depending on 
the physical nature of the problem, the Navier-Stokes 
equations are solved for either fully compressible flows, 
or the low Mach limit. Various models for complex mul-
ti-physics flow configurations are available. For local 
mesh refinement or very stiff problems, a compressible 
multi-domain solver has been developed. CIAO is a struc-
tured, arbitrary order, finite difference code, which is par-
allelized with MPI. Using spatial and temporal staggering 
of flow variables increases the accuracy of stencils with 
a given size. The low Mach solver uses Crank-Nicolson 
time advancement and an iterative predictor corrector 
scheme. The compressible solver uses a low-storage five- 
stage explicit Runge-Kutta time advancement scheme. 
Scalar equations are discretized with a higher order 
WENO scheme, while momentum equations are spa-
tially discretized with an arbitrary order central scheme. 
For Large-Eddy simulations, all of the subfilter stresses 
and scalar fluxes are modeled with dynamic Smagorin-
sky-type models using Lagrangian averaging along fluid 
particle trajectories. For the scale-out tests during the 
workshop, a Large-Eddy simulation of a periodic chan-
nel with 20 additional scalars was performed using the 
compressible Navier-Stokes solver of CIAO which does 
not use any third-party libraries. The code showed good 
strong scaling behaviour from 7,168 up to 86,0168 cores.

waLBerla

The waLBerla simulation framework is written in C++, 
with the main focus on CFD simulations based on the 
lattice Boltzmann method. Recently, the framework was 
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Figure 6: Magnitude of Magneticum simulation compared to previous 
simulations.

Figure 7: Strong scaling results of conjugate gradient solver for BQCD.”
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extended to support phase field models. The design goals 
of waLBerla are scalability to massively parallel systems 
as well as maximum node level efficiency. These goals 
are achieved by a careful performance engineering ap-
proach that includes the usage of performance models 
in order to determine the theoretical peak performance 
of the underlying algorithm running on a certain hard-
ware platform.

The performance of the lattice Boltzmann method is 
best measured in MLUPS, short for “million lattice cell 
updates per second”. For ideal weak scaling, MLUPS must 
scale linearly with the number of processor cores. The 
graph in Figure 8 also shows MLUPS per core, which is 
qualitatively equivalent to parallel efficiency. To evaluate 
the weak scaling performance of its parallel implemen-
tation of the lattice Boltzmann method, waLBerla makes 
us of a synthetic benchmark that simulates lid-driven 
cavity flow in 3D (D3Q19). The amount of work per core 
was kept constant by assigning 3.43 million cells to each 
core. Performance results are shown for the TRT collision 
model. The parallel implementation of the lattice Boltz-
mann method in waLBerla showed perfect weak scaling 
performance for the entire Phase 2 system. On 86,016 
cores, 0.72 trillion cells could be updated each second.

On SuperMUC Phase 1, waLBerla already demonstrated 
that compute kernels for the lattice Boltzmann method 
can reach the maximum performance predicted by per-
formance models. With a memory bandwidth of 68 GB/s 
per socket on Phase 2 (14 cores) and 51.2 GB/s on Phase 1 
(8 cores), the memory bandwidth per core on Phase 2 (4.9 
GB/s) is considerably lower than on Phase 1 (6.4 GB/s). 
The drop in performance per core on Phase 2 corresponds 
to this memory bandwidth decrease. However, in strong 
scaling benchmarks, the parallel implementation of the 
lattice Boltzmann method of waLBerla reached higher 
throughput rates, meaning one can perform more time 
steps per second on Phase 2 than on Phase 1. On both 
machines, the best performance was achieved using a 
hybrid code (OpenMP+MPI): 4 threads per process on 
Phase 1 and 7 threads per process on Phase 2.

Results and Conclusions

The workshop at LRZ showed that preparation of a sim-
ulation campaign is crucial for the success of the pro-

Figure 8: Scaling of waLBerla.

ject. All aspects like scaling tests, choice of OpenMP/MPI 
balance, interval for checkpoint and restart files, good 
preparation of input files, I/O strategy, and risk manage-
ment have to be addressed. Under these conditions, it 
was possible to use a brand new system like SuperMUC 
Phase 2 directly after installation and obtain scientific re-
sults right from the start.

In total, there are now 25 applications that scale to the 
full system size of SuperMUC Phase 1 and Phase2.

One big advantage of the extreme scale-out workshop 
was that only one code was running at a time and this 
code was filling up the whole system. Hardware bugs 
which occur during such a “burn-in-phase” are much 
easier to detect and resolve. One especially hard to find 
bug was a combination of two timeouts and a hardware 
problem.  During normal user operation this error would 
have been close to impossible to detect because of the 
low probability of three errors occurring simultaneously 
for smaller jobs.

It also became obvious that MPI is at its limits. The size 
of the MPI stack is growing on each node and for a sys-
tem of almost 100,000 cores it occupies a significant 
amount of memory. The startup time can exceed the 
range of minutes and become a significant part of the 
overall run time. One way to overcome this bottleneck 
is the use of hybrid OpenMP/MPI programming models. 
However, this implies very deep system knowledge on 
the user side, since process pinning and the choice of the 
OpenMP/MPI balance has to be evaluated and decided 
by the user. Even for hybrid openMP/MPI set-ups with a 
single MPI-task per node, problems arose due to an in-
ternal limit of the MPI send/receive buffer. This limit is 
caused by the Integer*4 Byte implementation of the MPI 
index values. Such problems can be overcome by using 
application internal buffering.

Furthermore, I/O strategies have to be developed and 
tested before the complete system can be used. In the 
future, I/O libraries which can mediate this task become 
more and more important. 

In summary, the Extreme Scale-Out workshop at LRZ 
proved that a burn-in period of a brand new HPC system 
can be very helpful for debugging and validating the 
hardware and software, especially because the whole 
system is filled with a single job whose characteristics 
are well known. Furthermore, the computing time for the 
burn in phase is not wasted, but can be used to provide 
productive scientific results.

References and Links

[1] www.sourceforge.net/projects/iphigenie
[2] www.cpmd.org
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The SuperMUC Multi-Petascale System

SuperMUC is the high-end supercomputer at the Leib-
niz-Rechenzentrum (Leibniz Supercomputing Centre, 
LRZ) in Garching near Munich (the MUC suffix is bor-
rowed from the Munich airport code). With more than 
241,000 cores and a combined peak performance of the 
two installation phases of more than 6.8 Petaflop/s (= 
6.8 x 1015 Floating Point Operations per second), it is one 
of the fastest supercomputers in the world. SuperMUC 
strengthens the position of Germany’s Gauss Centre for 
Supercomputing [1] in Europe by integrating it into the 
European high performance computing ecosystem. With 
the start of operation of SuperMUC, LRZ became a Eu-
ropean Centre for Supercomputing and a Tier-0 Centre 
for the Partnership for Advanced Computing in Europe 
(PRACE). SuperMUC is available to all German and Euro-
pean researchers to expand the frontiers of science and 
engineering.

LRZ’s design goal for the architecture was a combination 
of a large number of thin and medium sized compute 
nodes with a main memory of 32 GByte (Phase 1) and 64 
GByte (Phase 2), respectively, and a smaller number of 
fat compute nodes with a main memory of 256 GByte. 
The network interconnect between the nodes allows ex-
cellent scaling of parallel applications up to the level of 
more than 100,000 tasks. SuperMUC consists of 18 Thin 
Node Islands based on Intel Sandy Bridge-EP processor 
technology, 6 Medium Node Islands based on Intel Has-
well-EP processor technology and one Fat Node Island 
based on Intel Westmere-EX processor technology. All 
compute nodes within an individual Island are connect-
ed via a fully non-blocking Infiniband network, FDR10 for 

the Thin nodes of Phase 1, FDR14 for the Haswell nodes 
of Phase 2 and QDR for the Fat Nodes of Phase 1. Above 
the Island level, the pruned interconnect enables a bi-di-
rectional bi-section bandwidth ratio of 4:1 (intra-Island / 
inter-Island). An additional system segment is called Su-
perMIC. It is a cluster of 32 Intel Ivy Bridge-EP nodes each 
having two Intel Xeon Phi accelerator cards installed 
(Knights Corner). See Table 1 for more details.

SuperMUC Phase 1 and Phase 2 are loosely coupled 
through the General Parallel File System (GPFS) and 
Network Attached Storage (NAS) File systems, used by 
both Phase 1 and Phase 2. Both phases are operated in-
dependently, but offer an identical programming envi-
ronment.

SuperMUC uses a new, revolutionary form of warm wa-
ter cooling developed by IBM. Active components like 
processors and memory are directly cooled with water 
that can have an inlet temperature of up to 40 degrees 
Celsius. This High Temperature Liquid Cooling together 
with very innovative system software cuts the energy 
consumption of the system up to 40%. In addition, LRZ 
buildings are heated re-using this energy.

Permanent storage for data and programs is provided by 
a 16-node NAS cluster from NetApp. This primary cluster 
has a capacity of 3.5 Petabytes and has demonstrated 
an aggregated throughput of more than 12 GB/s using 
NFSv3. Netapp’s Ontap 8 Cluster-Mode provides a single 
namespace for several hundred project volumes on the 
system. Users can access multiple snapshots of data in 

Figure 1: SuperMUC Phase 1 on the left and SuperMUC Phase 2 on the right, in the server room.

290



Figure 2: Schematic view of SuperMUC Phase 1 and Phase 2.

Figure 3: One blade of SuperMUC Phase 2 consists of two dual-socket 
compute nodes. The copper tubes distribute the warm cooling water to 
CPUs, memory modules and peripheral modules.

Figure 4: Rear of racks with warm water cooling.

The SuperMUC Multi-Petascale System

their home directories. For additional redundancy, data is 
regularly replicated to a separate 4-node Netapp cluster 
with another 3.5 PB of storage for recovery purposes. Rep-
lication uses Snapmirror-technology and runs with up to 
2 GB/s in this setup.

For high-performance I/O, IBM’s GPFS with 12 PB of ca-
pacity and an aggregated throughput of 250 GB/s is 
available. Disk storage subsystems were built by DDN. 
The storage hardware consists of more than 3,400 SA-
TA-Disks with 2 TB each, protected by double-parity RAID 
and integrated checksums.

LRZ’s tape backup and archive systems are based on Ti-
voli Storage Manager (TSM) from IBM, providing more 
than 30 Petabytes of capacity to the users of SuperMUC. 
Digital long-term archives help to preserve simulation 
results. User archives are also transferred to a remote 
disaster recovery site.

Collaborations of European scientists can submit pro-
posals to PRACE. Twice per year, the Gauss Centre for 
Supercomputing has a dedicated call for large scale 
projects that request more than 35 million core-hours. 
Smaller proposals by German scientists can be submit-
ted throughout the year directly to LRZ.

References

[1] The Gauss Centre for Supercomputing (GCS) is the alliance of the 
three national German computing centres: Jülich Supercomput-
ing Centre (JSC), High Performance Computing Centre Stuttgart 
(HLRS), and Leibniz Supercomputing Centre (LRZ).
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Technical data

Installation Phase Phase 1 Phase 2
Installation Date 2011 2012 2013 2015
Islandtype Fat Nodes Thin Nodes Many Cores Nodes Haswell Nodes
System BladeCenter HX5 IBM System x iDataPlex 

dx360M4
IBM System x iDataPlex 

dx360M4
Lenovo NeXtScale nx360M5 

WCT
Processor Type Westmere EX Xeon E7-4870 Sandy Bridge EP Xeon E5-2680 Ivy Bridge EP and Xeon Phi 5110P Haswell EP Xeon E5-2697 v3
Nominal Frequency [GHz] 2.4 2.7 1.05 2.6
Performance per core 4 DP Flops/cycle = 9.6 DP Flop/s 

2-wide SSE2 add + 2-wide SSE2 
mult

8 DP Flops/cycle =21.6 DP Flops/s 
4-wide AVX add + 4-wide AVX 

mult

16 DP Flops/cycle =16.64 DP 
Flops/s 8-wide  fused multi-

ply-adds every cycle using  
4 threads

16 DP Flops/cycle = 41.6 DP 
Flops/s two 4-wide fused  

multiply-adds

Total Number of nodes 205 9,216 32 3,072
Total Number of cores 8,200 147,456 3,840 (Phi) 86,016
Total Peak Performance [PFlop/s] 0.078 3.2 0.064 (Phi) 3.58

Total Linpack Performance [PFlop/s] 0.065 2.897 n.a. 2.814
Total size of memory [TByte] 52 288 2.56 194
Total Number of Islands 1 18 1 6
Typical Power Consumption [MW] < 2.3 ~1.1
Components
Nodes per Island 205 512 32 512
Processors per Node 4 2 2 Ivy Bridge EP + 2 Phi 5110P 2
Cores per Processor 10 8 8 (Ivy Bridge EP) + 60 (Phi) 14

Cores per Node 40 16 16 (host) +  120 (Phi) 28
Logical CPUs per Node (Hyperthreading) 80 32 32 (host) + 480 (Phi) 56
Memory and Caches
Memory per Core [GByte] (typically available for applications) 6.4 (~6.0) 2 (~1.5) 4 (host) + 2 x 0.13 (Phi) 2.3 (2.1)
Size of shared Memory per node [GByte] 256 32 64 (host) + 2 x 8 (Phi) 64 (8 nodes in job class big: 256)
Bandwidth to Memory per node [Gbyte/s] 136.4 102.4 Phi: 384 137
Interconnect
Technology Infiniband QDR Infiniband FDR10 Infiniband FDR10  Infiniband FDR14
Intra-Island Topology non-blocking Tree non-blocking Tree
Inter-Island Topology Pruned Tree 4:1 n.a. Pruned Tree 4:1
Bisection bandwidth of Interconnect [TByte/s] 12.5  5.1
Servers
Login Servers for users 2 7 1 5
Storage
Size of parallel storage (SCRATCH/WORK) [Pbyte] 15
Size of NAS storage (HOME) [PByte] 3.5 (+ 3.5 for replication)
Aggregated bandwidth to/from parallel storage [GByte/s] 250
Aggregated bandwidth to/from NAS storage [GByte/s] 12
Capacity of Archive and Backup Storage [PByte] > 30
System Software
Operating System Suse Linux Enterprise Server (SLES)
Batchsystem IBM Loadleveler
Parallel Filesystem for SCRATCH and WORK IBM GPFS
File System for HOME NetApp NAS
Archive and Backup Software IBM TSM
System Management xCat from IBM
Monitoring Icinga, Splunk

Figure 5: Several racks of SuperMUC Phase 2.

Figure 6: One of the Infiniband switches.
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In this book, the Leibniz Supercomputing 
Centre (LRZ), a member of the Gauss 
Centre for Supercomputing (GCS), reports 
on the results of numerical simulations, 
performed between 2014 and 2016 on the 
SuperMUC petascale system. More than 
130 project reports give an impressive 
overview of the utilization of SuperMUC, 
the Tier-0 system of the Bavarian 
Academy of Sciences and Humanities.

SuperMUC Phase 1 began user operation 
in July, 2012, and SuperMUC Phase 2 
(picture above) became operational in 
May 2015. Each system segment has 
a peak performance of more than 3 
PFLOP/s. Both phases are based on Intel 
x86 architecture and are coupled via a 
common parallel file system (GPFS). They 
are independently operated, but offer an 
identical programming environment.  
A detailed system description can be 
found in the appendix.

The articles provide an overview of the 
broad range of applications that use high 
performance computing to solve the  
most challenging scientific problems.  
For each project, the scientific background 
is described, along with the results 
achieved and the methodology used. 
References for further reading are inclu-
ded with each report.


