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2020 was an extraordinary year: the world was, and 
still is, confronted with the oncein acentury pandemic 
of COVID19. This changed the way our LRZ col
leagues work together and operate our HPC systems 
and, concomitantly, how our users conduct research 
on these systems. In the middle of March 2020, most 
employees and users had to instantly shift their work 
to working from home. Video conferences and chat 
groups became a central part of our daily work. For 
LRZ this helped to seamlessly keep the highlevel of 
service, training and support provided to our users. 
Looking back, we can firmly say: this has changed our 
perspectives and practices persistently. 

Starting with the first wave of the pandemic LRZ of
fered expedited access to SuperMUCNG for COVID
19 related projects. This was a joint effort together with 
the HighPerformance Computing Centre Stuttgart 
(HLRS) and the Jülich Supercomputing Centre (JSC) 
within the Gauss Centre for Supercomputing (GCS), 
the alliance of Germany’s three national supercomput
ing centres. On a European level, GCS offered com
pute time for a Covid19 Fast Track Call in the Partner
ship for Advanced Computing in Europe (PRACE). 
Early results of these calls are contained in the section 
Life Sciences of this book.

Beyond these fast track calls also longstanding efforts 
in fundamental science contributed to COVID19 relat
ed research. The comprehensive computational model 
of the human lung established in recent years on LRZ 
systems provides a better understanding of the 
processes involved in mechanical ventilation. This can 
be of help to the treatment of COVID19 patients in 
intensive care, as well as for other acute respiratory 
diseases. Extremely large computations with billions of 
spatial unknows were necessary to simulate the air 
flow all the way from the trachea to the smallscale 
alveolar structures, and to assess the interaction with 
the lung tissue.

From SuperMUC to SuperMUCNG

After more than seven years of operation, SuperMUC 
Phase 1 was shutdown by the End of 2019, followed 
by the shutdown of SuperMUC Phase 2 in January 
2020. Rampup of SuperMUCNG started in June 
2019, when the system was ranked at #8 in the 
TOP500, with general user operation starting in 
August 2019. 

Already with SuperMUC Phase 1 and Phase 2, LRZ 
established the reliable and efficient warmwater cool
ing that has since been adopted in computing centres 
around the world. This was continuously improved, 
and SuperMUCNG uses water at even higher temper
atures, which increases overall efficiency and allows to 
reuse the excess heat in adsorption chillers.

For our HPC users, we continue to provide high quality 
application and user support through mentoring and 
dedicated High Level Support Teams. These efforts 
will help our users to solve the most ambitious scientif
ic problems.

Outstanding scientific research

This book covers simulations carried out on our 
SuperMUC systems in the timeframe from July 2018 
to June 2020. The articles show how the continuously 
growing capabilities of supercomputers as well as the 
processing of rapidly growing amounts of data form 
the basis for more precise and highly resolved simula
tions in many research areas, and how they help to 
advance science, and to contribute to the good of 
society. 

Astrophysical simulations on LRZ’s HPC system help 
to understand the physics of gravitational waves and 
supermassive black holes, and support the break
through observational discoveries of recent years. 
Several projects bring light to the formation of stars, 
the universe, and the dynamics of supernova explo
sions. One of the largest simulations of supersonic tur
bulence in the universe is reported here.

Traditionally, the field of Computational fluid dynamics 
(CFD) consumes the largest amount of computing 
time on SuperMUC. Not only technical applications 
like simulations for the improvement of combustion, for 
airborne highspeed vehicles, for preventing erosion 
by cavitation in valve chambers, or for innovative 

SuperMUC and SuperMUCNG: 
Serving Science and Society

Prof. Dr. Dieter Kranzlmüller, Chairman of the Board of Directors at the Leibniz 
Supercomputing Centre.
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Numerical simulations in particle physics, particularly 
in Quantum Chromodynamics (QCD), help to under
stand the interaction between quarks and gluons, 
which make up composite nucleons like protons and 
neutrons, the building blocks of our visible matter. 
Here, SuperMUC was integrated into the LHCATLAS 
production system, to simulate protonproton 
collisions.

Chemistry, Material and Life Sciences on LRZ HPC 
Systems continued to gain strong momentum in the 
last years. Calculations on SuperMUCNG comprise 
the blood flow simulation in the human body, where 
the simulation scaled to over 300,000 cores and pro
duced multiple terabytes of data. Several other pro
jects simulate the roles of receptors and membranes, 
or the underlying mechanisms for photosynthesis. Re
cent simulations for an innovative approach that helps 
with accelerated drug design for COVID19 are also 
described. Simulations in material sciences of magnet
ic quantum spin systems may lead to new applications 
in data storage, as well as quantum computing tech
nology. 

Finally, new datadriven research becomes more and 
more important on LRZ systems. Several petabyte of 
remote sensing satellite data, data from geoinforma
tion systems and social media were systematically 
combined to map 3D urban infrastructures and their 
evolution over time. The outcome creates a unique 
and consistent data set of urban settlements and will 
help stakeholders with political decisions.

We invite you to browse through the book and to 
follow the many references and links provided with 
each article.
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helicopter rotor configurations have been performed, 
but also the embedding of cuttingedge CFD solvers 
into applications of biomechanics. Other contributions 
in this book show how numerical simulations help to 
improve wind turbines, to optimize aircraft wings, or to 
help reduce pollutants in gas turbines.

Through global warming, mountains and coastal areas 
are particularly affected by extreme, weatherdriven 
disasters. Flash floods and storms are notoriously diffi
cult to predict in areas with complex topography. Re
search to improve stateoftheart Numerical Weather 
Prediction models was performed on SuperMUC. 
Furthermore, climate research computational projects 
help to plan the reforestation with the Great Green 
Wall for the Sahara and the Sahel zone, and help to 
deal with sustainable water management in semiarid 
regions in South America.

A better understanding of largescale geological ef
fects, the simulation of earthquakes and the resulting 
tsunamis will help to identify similar seismological and 
geological regions, and will help to protect sensitive 
areas. High resolution gravity field modelling not only 
gives insight into Earth’s interior, it also provides an 
important surface reference for oceanographic appli
cations, such as the sea level rise, or the modelling of 
ocean currents.
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SuperSILCC – How stellar feedback regulates 

the interstellar medium

Introduction

The formation and evolution of galaxies is strongly 
connected to the stars within the galaxy, in particular 
to the formation of stars and the feedback that stars 
provide via radiation, winds, supernovae and cosmic 
rays. The important agent that regulates almost all 
processes from the formation of molecular clouds out 
of the diffuse gas, to the collapse of gas into stars is 
the interstellar medium (ISM). Once stars have formed 
the coupling of stellar feedback and related to that the 
resulting thermal and dynamical impact is again 
mediated by the ISM. The ISM thus determines the 
transitions between different forms of energies as well 
as the transfer of energy between different spatial 
scales. Investigating the ISM together with all relevant 
processes is therefore crucial to understand the life 
cycle of gas and ultimately the evolution of galaxies 
(see Figure 2).

SuperSILCC is a modification based on the SILCC 
project [1,2] and simulates the life cycle of gas in the 
ISM. Compared to the original project we include more 
physical processes and account for more stellar 
feedback mechanisms.

Methods

We use the Eulerian adaptive mesh refinement code 
FLASH [3] to solve the magnetohydrodynamic (MHD) 
equations. The thermal state of the gas is accurately 
computed using a chemical network that follows non
equilibrium abundances of chemical species. Besides 
the thermal gas, cosmic rays are included as a 
relativistic fluid and dynamically coupled to the MHD 
equations.  Star formation is implemented using 
Lagrangean sink particles, that form at the locations of 
gravitational collapse. The particles that represent star 
clusters can accrete gas from the surroundings, which 
is coupled to the star formation process inside the 
particles as a subgrid model. We keep track of 
individual massive stars in the cluster sinks and 
compute their feedback processes according to stellar 
evolution tracks. Radiation, stellar winds and 

supernovae are included as timeresolved individual 
processes that inject mass, momentum and energy 
into the ISM.

We simulate a representative patch of the galaxy 
using a stratified box with a size of 1x1x10 kiloparsec 
in size. The box covers multiple molecular clouds and 
star forming regions, which provides necessary 
statistics. Most of the simulations are connected to 
presentday star formation in the Milky Way but also 
more extreme conditions with larger surface density up 
to ten times the local solar neighborhood conditions 
are probed. In order to resolve the impact of individual 
massive stars and supernovae we use a resolution of 
4 parsec at the highest level of the adaptive mesh 
refinement. The resolution in the starforming disc 
adaptively adjust to the changes of the density. Above 
a height of 1 kiloparsec, where no stars form, we allow 
for coarser resolutions.

14

Figure 1: Star formation rate as function of gas surface density [4]. Only 
supernova feedback (run S) results in too high star formation rates. Including 
stellar winds (SW & SWC) suppresses the star formation rate. Additional 
radiation (SWR & SWRC) shows the best result compared to Milky Way 
observations.
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SuperSILCC – How stellar feedback regulates the interstellar medium

A typical simulation uses 50100 Million gas cells and 
covers 100150 star clusters. The typical lifetime of a 
star cluster is 40 Million years, so we evolve the 
system for at least 100 Million years to form a 
statistically relevant sample of star clusters. Typical 
simulation runs use approximately 3,000 cores and 
require a wall clock time of three months. Data is 
stored in the versatile HDF5 format. We write a plot file 
with typically 20 field variables every 0.1 Million years 
in order to follow the star cluster dynamics together 
with the feedback processes. The typical size of a plot 
file is about 4 GB. Checkpoint files, from which we can 
restart the simulation, store more than 50 data fields 
and are written with a wall clock time interval of a few 
hours. The total amount of data sums up to 
approximately 150 TB so far.

Results

The individual feedback processes are key in 
regulating the star formation rate and outflows. Super
nova feedback only occurs at the end of a massive 
star’s life and therefore takes at least several Million 
years. During that time the star clusters can grow too 
fast and the resulting star formation rate is perceptibly 
larger than the observed one (see Figure 1). Radiation 
and stellar winds are early stellar feedback and 
provide an efficient mechanism to prevent too efficient 
gas accretion and star formation. Stellar winds alone 
are sufficient to reduce the star formation rate to 
values comparable to those observed in the Milky 
Way. Even more efficient is stellar radiation, which 
leads to the best agreement between simulations and 

local observations not only in terms of the star forma
tion rate but also concerning the clustering of stars.

Ongoing Research / Outlook

Using SuperMUCNG allowed us to combine all the 
relevant feedback mechanisms into one simulation 
setup and simulate the full cycle of the star formation 
process from parsec to kiloparsec scales over the 
relevant time scales. The most challenging part of the 
simulation setup was the memory management of the 
numerous physical quantities that need to be included 
and stored like the chemical composition, radiation 
and cosmic ray energy, and local radiation shielding. 
Followup projects will include higher resolution in the 
star cluster regions.

References and Links

[1] Walch, Stefanie et al., 2015, MNRAS, 454, 238.
[2] Girichidis, Philipp et al., 2016, MNRAS, 456, 3432.
[3] Dubey, Anshu et al., 2008, Phys. Scr., T132.
[4] Rathjen, TimEric et al., submitted.
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Figure 2: Raytracing image of the gas structure of the interstellar medium. Resolving the density structure.
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Cosmic structure formation on the past backwards 

lightcone in the MillenniumTNG simulations

Introduction

Ever since the discovery of cosmic largescale 
structure, the clustering of galaxies has been 
recognized as one of the most important observational 
constraints in cosmology. However, galaxies are 
biased tracers of the matter density field, thus they 
only indirectly inform about the underlying cosmic 
matter distribution. Moreover, a precise under 
standing of this galaxy bias, as a function of scale, 
epoch, and galaxy type, is necessary in order to make 
optimum use of forthcoming cosmological surveys 
(e.g. DESI, eBOSS, JPAS, PFS, LSST, WFIRST, and 
Euclid), in particular those that target dark energy. In 
fact, these new surveys drive the need for high
accuracy predictions in volumes comparable to the 
ones sampled by the observations (~ 70 Gpc3 for the 
European Euclid satellite).

Hydrodynamical simulations of galaxy formation have 
sufficiently matured to enable a successful prediction 
of the buildup of the entire galaxy population starting 
from cosmological initial conditions. These simulations 
track the nonlinearly coupled evolution of both 
baryons and dark matter, fully accounting for their 
mutual influence on each other and yielding rich 

predictions for galaxy properties, the diffuse gas in the 
circumgalactic and intergalactic media, and cosmic 
dark matter clustering. In addition, they yield 
constraints on the impact of baryonic processes on 
important cosmological probes, such as weak 
gravitational lensing, the SunyaevZeldovich effects, or 
the mass of galaxy clusters. However, such 
hydrodynamic simulations cannot be pushed to 
sufficiently large volumes, so they are not readily 
available to directly predict with sufficient statistical 
power the nonlinear observables in the upcoming 
cosmological surveys. 

In our “MillenniumTNG” project [1], we build on the 
highly successful hydrodynamical simulations 
IllustrisTNG [2], carried out in comparatively small 
volumes, and combine it with the much larger volumes 
reached by the iconic dark matteronly Millennium 
simulations of a decade ago, thereby directly linking 
the need for ultralarge simulation volumes to the 
progress with hydrodynamical models. 

We achieve this through a special, twofold simulation 
strategy, consisting of a flagship hydrodynamical 
simulation in the Millennium’s original 740 Mpc 
volume, and a flagship darkmatter only simulation 
with a trillion particles in a 1.8 Gpc volume. The link 
between the two is established through semianalytic 
galaxy formation models calibrated against the full 
hydro results, and by subsequently applying them to 
populate a seamless lightcone output produced by the 
large Nbody calculation on the fly. In addition, we use 
a variance suppression technique to boost the 
effective volume probed by the simulations into the 
regime required for the upcoming surveys. This 
approach aims to achieve for the first time the creation 
of physically motivated galaxy formation models in the 
required volumes for the upcoming surveys.

Results and Methods

For this project, we have engaged in extensive code
development, producing the new GADGET4 code, i.e. 
a new major version of our GADGET code, which is 
one of the most widely used cosmological codes in the 
field. GADGET4 now uses a new approach to shared
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Figure 1: Power spectrum convergence of our runs carried out with GADGET
4. In each case, the shotnoise (which is subtracted) is plotted as a grey 
inclined line. The linear theory power spectrum at z=0 is shown as a thin 
solid line. Convergence is excellent. Also, the baryonic acoustic oscillations 
at k ~ 0.1 h Mpc1 are represented accurately.
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Cosmic structure formation on the past backwards lightcone in the MillenniumTNG simulations

memory hybrid parallelization based on MPI3, where 
all MPI ranks on a node synchronize their work 
through shared memory access based on the C++11 
memory model, bypassing the MPI stack. One MPI 
task per shared memory node is set aside to serve 
incoming communication requests from other nodes, 
thereby establishing a highly efficient onesided 
communication model. The new code also supports 
sophisticated lightcone output and new gravitational 
solvers that are both highly accurate and efficient. We 
have just made the new version publicly available [3].

The other code we use in this project is our moving
mesh code AREPO, which is particularly well adapted 
to cosmological hydrodynamical simulations of galaxy 
formation. We use it to run hydrodynamical twins of 
some of our GADGET4 simulations, so that the 
impact of baryonic physics on cosmic structure 
formation can be studied in detail, and the semi
analytic galaxy formation code can be calibrated for 
these effects.

In Figure 1, we show measurements of the nonlinear 
matter power spectrum today, illustrating the high 
dynamic range and excellent numerical convergence 
we achieve in this project. In Figure 2, we show a 
visualization of the past backwards lightcone of the 
dark matter distribution in a simulation with 80 billion 
particles carried out with GADGET4 on a partition with 
256 nodes, i.e. 12,288 cores. This simulation was 
aggressively squeezed into the available memory, and 
represents the maximum load per core that we can fit 
on SuperMUCNG while still preserving all the most 
important information we want to retain for our 
comprehensive analysis. This includes, for example, 
detailed merger history trees, weak gravitational 
lensing shear maps, and the nonlinear ReesSciama 
effect causing secondary fluctuations in the cosmic 
microwave background. The merger trees alone 
contain 20.6 billion objects that track galaxy growth 
over more than 13 billion years from high redshift to 
the present. The data volume for this simulation at the 

end amounts to 285 TB. For the whole project, we 
produce several such simulations. Our final data 
volume will exceed 800 TB.

Our most expensive production run, which is still in 
progress at the time of this writing, is a hydrodynamic 
model in a 740 Mpc box with the AREPO code, using 
2,560 SuperMUCNG nodes with 122,880 cores. It will 
cost nearly 80 million core hours to completion, and 
the restart files alone amount to a gigantic size of 70 
TB. The most difficult part for us in getting the 
simulation running was to stay in the memory 
envelope available on SuperMUCNG. A side effect of 
the large memory need is that we needed to go to a 
very large partition size, which in turn required 
involved improvements in the scalability of the code, 
and the development of workarounds for MPI stability 
issues for certain communication patterns. 

Ongoing Research / Outlook

The MillenniumTNG project is still ongoing, with the 
most challenging simulations still underway. The ones 
completed are already redefining the state of the art in 
precision predictions for cosmic largescale structure, 
and are now used in numerous scientific analysis 
projects. A main challenge in this project is the huge 
produced data volume. We can cope with it because 
we have inlined critical parts of the postprocessing 
right into the simulation code, such that the data that is 
output to disk can be processed in a comparatively 
convenient way. We expect that the simulation 
methodology developed here will also be instrumental 
for cosmological simulations of the future, which aim to 
cover an even larger range of scales. 
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Figure 2: A small wedge of thickness 22 Mpc excised from the lightcone of MillenniumTNG, extending out to z=2, corresponding to a comoving distance of ~ 5,410 Mpc. 
The insets show successive factor of 10 zooms.



Astrophysics

Mergers of binary neutron stars: linking simulations 

with multimessenger observations

Introduction

This is an ongoing project, with the goal to investigate 
the longterm evolution of a merging binary system of 
two neutron stars. The investigation conducted within 
this project is well aligned with the past research 
conducted by the Relastro group in Frankfurt [1]. It is 
motivated by the gravitationalwave detection 
GW170817 and its electromagnetic counterpart, the 
socalled kilonova. This kilonova signal is produced by 
the nuclear processes within the dense and neutron 
rich mass that is ejected during the merger. Since a lot 
of mass is ejected during the longterm postmerger 
evolution, it is crucial to investigate this part via state
oftheart simulations in order to fully understand the 
observation.

Results and Methods

Such simulations require the solutions of a number of 
complex equations in order to account for all the 
physical processes that are relevant during the long

term evolution: general relativity for describing the 
strong gravitational fields, magnetohydrodynamics for 
modeling the fluid making up the component neutron 
stars and the magnetic fields connected with that fluid, 
and radiative transport in order to account for neutrino 
radiation produced by the extreme conditions during 
the merger. The latter has just recently been added via 
the implementation of the new Frankfurt Radiation 
Code (FRAC) [2]. It has been used for the successful 
simulation of spherically symmetric accretion problems 
in order to test and verify the implementation in a 
realistic highenergy astrophysical scenario (see Fig. 
1).

Currently, FRAC is being coupled to the general
relativistic magnetohydrodynamics code FIL, which is 
part of the Einstein Toolkit, a framework for simulations 
in astrophysics. This coupling will result in a code with 
all the necessary physics modules in order to simulate 
the longterm evolution of a binary neutron star 
merger.
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Figure 1: Evolution of the temperature (top) and radiation energy density 
(bottom) for a spherically symmetric perturbed accretion problem using the 
new radiation code FRAC.
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Mergers of binary neutron stars: linking simulations with multimessenger observations

Such a merger is also related to the production of a 
short gammaray burst. The  characteristics of such a 
jet have also been investigated within pn56bi 
supplementing the above described investigation of 
longterm simulations. For this purpose, magneto
hydrodynamical simulations of a black holetorus 
system have been performed on SuperMUCNG. 
These simulations shed light on how a jet like the one 
observed as counterpart to the gravitationalwave 
detection GW170817 is formed and how it propagates 
[3]. 

Jets are not only important for neutron stars, but also 
for active galactive nuclei – the centers of galaxies, 
where powerful jets emerge from supermassive black 
holes. In any case, a crucial role in producing jets is 
played by magnetic fields. To this scope a series of 
simulations was performed within pn56bi in order to 
study the generation of current sheets through 
instabilities triggered by the magnetic field [4]. Figure 2 
shows the results of an exemplary simulation in terms 
of the magnetic field strength (left), the current 
(middle), and the magnetization (right). It was found 
that socalled plasmoids produced by these current 
sheets are a plausible explanation for the observed 
variability in the jets from active galactic nuclei.

Ongoing Research / Outlook

Currently, the Relastro Group in Frankfurt works on the 
coupling of FIL, FRAC and the Einstein Toolkit, whose 
completion will allow the longterm evolution of the first 
generalrelativistic magnetohydrodynamics simulation 
with a selfconsistent treatment for gravity as well as 

radiation. Such a simulation is expected to consume 
15 M core hours. Publication of results will then follow 
after the analysis of several Terabytes of data.

Additionally, to further increase the accessible 
parameter space of spinning binary configurations for 
future studies, a significant effort has been put into 
developing a new stateoftheart elliptic solver based 
on the publicly available Kadath library to generate 
challenging initial conditions. The allocation pn56bi 
has been used to develop and test an MPIparallized 
version of the binary initial conditions solver involving 
matrix inversions of extreme sizes. Building on top of 
optimal MKL implementations, the solver scales 
almost perfectly to ten thousand of cores in strong 
scaling scenarios. first applications of high spin initial 
data using this new framework are already under way 
and promise a better understanding of the importance 
of spin in realistic neutron star merger gravitational 
wave events.
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Figure 2: Results of a generalrelativistic magnetohydrodynamics simulation 
of a black holetorus system, where matter falls into the black hole, 
developes instabilities and deploys a powerful jet. Shown is from left to right 
the magnetig field strenght, the electric current and the magnetization.



Astrophysics

Unveiling the emergence of the first galaxies 

with stateoftheart simulations

Introduction

In its infancy, more than 13 billion years ago, the Uni
verse went through a period of darkness, with no 
sources of light. Then, the first stars and galaxies 
formed and started to pour photons into their cosmic 
neighborhood, ionizing and heating up gas in the so
called intergalactic medium (IGM) between galaxies. 
This is known as the Epoch of Reionization (EoR), and 
represents the last global phase transition of the Uni
verse, radically altering the conditions in which the 
progenitors of contemporary galaxies formed. It also 
represents an evolutionary link between the smooth 
matter distribution produced by the Big Bang and the 
largescale structure observed today. 

Despite significant progress over the past decade, little 
is known about the sources of EoR and their effect on 
the IGM. However, upcoming facilities will unleash a 
flood of observations that will usher in a new era of 
cosmic reionization studies. Most notably, they will de
tect galaxies in the EoR, and unveil the physical condi
tions of the IGM at the time when the first stars were 
born.

To fully exploit these observations, theoretical models 
need to reach sufficient physical fidelity to make accu
rate predictions and aid the interpretation of the obser
vational results. This requires a realistic description of 
galaxy formation in an evolving radiation field. How
ever, the galaxy assembly problem in intractable ana
lytically, and the coupled radiationhydrodynamics 
(RHD) equations can be solved analytically only in 
highlyidealized setups. For these reasons, numerical 
simulations are an essential tool to investigate the 
EoR. Solving the coupled RHD equations is numeri
cally challenging, but allow us to model reionization 
from first principles. In this project we run the mostad
vanced set of RHD simulations to date, designed to 
understand the EoR in all its different aspects: from 
the formation and properties of the first galaxies to 
their impact on the content of the Universe.

Results and Methods

We have produced a set of stateoftheart simulations 
of the EoR [1]. They combine for the first time: a realis
tic model for galaxy formation, cosmic dust evolution, 
a nonequilibrium primordial chemistry solver, stellar 
evolution including binary systems, and a selfconsis
tent treatment of gravity, hydrodynamics, magnetic 
fields, and radiation transport on cosmological scales. 
These simulations are able to follow a region of the 
Universe with volume of 95.5 comoving Mpc, while re
solving scales scales up to  20,000 times smaller (ap
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Figure 1: Evolution of selected physical quantities (reported in the top left of 
each panel) in our Medium RHD simulations. Time flows from left to right 
spanning approximately 800 million years.
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Unveiling the emergence of the first galaxies with stateoftheart simulations

proximately 5 kpc). Specifically, we run a set of three 
simulations with different resolutions, in order to under
stand the numerical convergence of our results. Table 
1 summarizes the computational and storage require
ments for each of them, as well as the coreh invested 
in each of them. Science results will be taken primarily 
from the flagship run. Overall, our simulations created 
approximately 11 million files of science output.

Figure 1 presents an overview of the results from the 
Medium run. It shows the evolution of a selection of 
simulated physical quantities, with time flowing from 
left to right and spanning approximately 800 million 
years. The top panel shows the formation of dark mat
ter structures, which triggers the collapse of gas (sec
ond panel from the top) into galaxies. Stars formed 
inside this galaxies produce photons that ionize the 
surrounding neutral gas (the third panel shows the gas 
ionized fraction) and, at the same time, heat it up by 
20,000 K (the bottom panel shows the gas tempera
ture). This process alters forever the stage where cos
mic evolution takes place, transforming a cold and 
neutral Universe into a hot and ionized one. Figure 2 
shows the details of one of the 1.3 million simulated  
galaxy in the Medium run. Not only the gas collapse 
(left panel) is captured in exquisite details, but the res
olution is so large to allow individual galactic discs to 
be simulated (right panel).

Code developments

In order to achieve this result, we had to overcome a 
number of technical challenges. First and foremost, 
the data volume of these simulations required us to 
use an unprecedented (for the code employed) num
ber of processors. Hence, a significant part of the 
code had to be optimized in order to optimally scale on 
almost 60,000 computing tasks, corresponding ap
proximately to 1/6 of the entire SuperMUCNG ma
chine. Our code, AREPO [2], has been developed 
explicitly for massivelyparallel simulations, and em
ploys a pureMPI approach. The hydrodynamical 
equations are solved on an unstructured mesh defined 
as the Voronoi tessellation of a set of meshgenerating 
points. This produces a naturallyadapting Galileanin
variant mesh, on which the fluid equations are solved 
using a secondorderaccurate, unsplit, finitevolume 
Godunov scheme employing an HLLD Riemann 
solver. Two important code developments  were trig
gered by  the constraints on the memorypercore 
available. In order to run on 60,000 computing tasks, 
we optimized the memory usage developing a hybrid 

shared/distributed memory approach, which removes 
duplicated information within the same computing 
node, at the price of a more complex algorithm. Addi
tionally, in order to fit our simulation in a reasonable 
number of computing tasks, we carefully moved dou
bleprecision variables to singleprecision, implement
ing safety checks in the code to prevent under/
overflows.  Finally, our simulations required us to inte
grate and connect physical computing modules that 
were never employed together before. In particular, 
the selfconsistent radiative transport, the dust evolu
tion module, and the magnetohydrodynamics solver 
had to be tweaked to smoothly cooperate during the 
simulation.

Ongoing Research / Outlook

We are still in the process of completing the simula
tions described above. For this, SuperMUCNG is vital 
since it allows us to employ vast numerical resources 
that would be otherwise unavailable to us. In particu
lar, the possibility to get access to the machine without 
a EUwide competition allowed us to significantly 
speed up the project timeline. Additionally, the im
proved performance of SuperMUCNG over its prede
cessor SuperMUCphase2 allowed us to simulate a 
threetimes larger volume than it would have been 
possible with the same amount of computing time, im
proving the statistical power of our predictions. Our 
simulations mark the founding stone for a large pro
gram of investigation of the early Universe, following 
two main branches. On the one hand, we will select in
teresting simulated galaxies and perform a numerical 
zoomin on these objects, in order to simulate to even
greater details their functioning. On the other hand, we 
will explore the stillunconstrained physics of the early 
Universe by running simulations with additional/differ
ent physical processes at play. For both these numeri
cal quests, large HPC systems are vital. The amount 
of memory and computing cores necessary to carry 
out such simulations is unprecedented, because so is 
the quality of current and forthcoming observations. 
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Figure 2: Largescale (left) gas distribution at the end of the Medium simulation, 
and zoomin on an individual galaxy (right), showing the dynamical range 
covered. The zoom factor relative to the box is shown in the top right.

Table 1: Computational and storage requirements for the simulations run 
within this project. *The Flagship run is still ongoing, hence we provide 
projected values.



Astrophysics

Turbulence in astrophysical plasmas 

from fluid to electron scales

Introduction

Similar to what happens for regular fluids on Earth, like 
air or water, astrophysical plasmas in space are found 
to behave in a turbulent way, developing vorticose mo
tions over a broad range of scales. Due to its mathe
matical complexity, turbulence has been studied in the 
last decades by means of numerical simulations, but 
even with the computational power available nowa
days it remains difficult to be fully described in numeri
cal experiments. The difficult part of it relies on the 
need of resolving a broad range of scales that all to
gether constitute the phenomenology of turbulence. In 
this project we have conducted cutting edge numerical 
simulations of plasma turbulence using a numerical 
method that overcome several limitations in the de
scription of plasma motions from large to small scales.

Methodology

The method used is called semiimplicit Particle In Cell 
(PIC) method and is implemented on an open source 
code named iPic3D (https://github.com/CmPA/iPic3D). 
In the PIC method the plasma species, ions and elec
trons, are represented by macroparticles that shape 
and interact with a preexisting and evolving electro
magnetic field. The advantage of the semiimplicit 
method consists in the possibility of resolving a large 
scale system, i. e. a system at fluid scale, with a mod
erate computational cost with respect to other 
methods, while retaining in part small scales effects, 
especially due to electrons.

Results

Fields and particles are the two main characters of 
plasma physics and turbulence is the physical phe
nomenon that allows energy to be transferred from 
one character to another,   i.e. to cause the transfor
mation of electromagnetic energy into particle kinetic 
energy and viceversa. The computational time award
ed  by  PRACE on SuperMUCNG at GCS@LRZ has 
been used to study two fundamental processes of 
energy transfer in plasmas in two kinds of numerical 

experiments: particle energization and transport in 
decaying turbulence and magnetic field generation in 
plasma dynamo.

Particle energization and transport in decaying 
turbulence
Decaying plasma turbulence has been simulated in 
three dimensions with a total number of 54 billion 
macroparticles per species (ions and electrons). In 
order to study particle transport and acceleration prop
erties, a running time diagnostic has been implement
ed to store data  of a reduced set of test particles. Fig
ure 1 shows a three dimensional rendering of the sim
ulation box. Orange and blue regions are regions of 
intense current (current sheets), while selected trajec
tories of ions and electrons are drawn in green and 
violet, respectively. Kinetic effects due to the presence 
of turbulence are observed for both species in terms of 
acceleration and diffusion. For instance, the elicoidal 
ions trajectories in green change their shapes along 
the ion motion due to energization produced by turbu
lence. At the same time, couples of particles that are 
found to be close to each other at a certain time of the 
evolution are observed to depart explosively in time 
due to the presence of coherent structures produced 
by turbulence, such as current sheets. The kinetic 
phenomena here observed are the base of particle 
energization and transport due to plasma turbulence in 
space. Statistical analysis on particle trajectory and 
energy are now carried to address the open problems 
of particle transport not only in the solar system, but 
also in our galaxy and in the Universe.

Magnetic field generation in plasma dynamo
The numerical experiment has been initialized with a 
plasma vortex as big as the simulation domain and 
zero initial magnetic field. Around 67 billion particles 
per species have been used. Due to velocity shears, 
turbulence is rapidly triggered inside the simulation 
domain, yielding to the generation of a magnetic field. 
Figure 2 (left) shows the simulation domain. The yel
low and red fog represent the electron velocity magni
tude, where red are those regions with higher electron 
speed and yellow those with a weaker electron speed. 

22

RESEARCH INSTITUTION
1KU Leuven Center for Plasma Astrophysics

PRINCIPAL INVESTIGATOR

Giovanni Lapenta1

RESEARCHERS

Francesco Pucci1, Giuseppe Arrò1,  Alfredo Micera1,  Jorge Amaya1,  Francesco Pecora2, Mariangela Viviani2, Sergio Servidio2

PROJECT PARTNERS
2Università della Calabria

SuperMUC Project ID: pn56ye (PRACE project)

1



Figure 1: Three dimensional rendering of plasma decaying turbulence. Ion and electron trajectories are shown in green and violet, 
respectively, and current sheets with oppositely directed currents are in blue and orange, respectively.

Turbulence in astrophysical plasmas from fluid to electron scales

The blue patches are regions where a magnetic field 
seed has been generated. Interestingly, the blue 
patches are located in between regions of high speed 
electron motions. Figure 2 (right) shows that the elec
tron velocity distribution functions (VDFs) taken in one 
of the regions where a seed magnetic field is present 
are not spherical (Maxwellian), implying that local  non 
thermodynamic equilibrium is one of the features of 
the plasma  dynamo  process. Further analysis on the 
simulation results will allow a clearer understanding of 
the process of plasma dynamo with an unprecedented 
resolution of both large and kinetic scale processes.

Ongoing Research / Outlook

New Prace Tier0 project "AIDASpace – Artificial Intelli
gence Data Analysis of electronscale turbulence in 
the heliosphere".
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Figure 2: Three dimensional rendering of plasma dynamo simulation (left) and electron VDF (right). In the cubic box (left) the simulation domain is shown; yellow 
and red fog represent regions of lower and higher electron speed, respectively, and blue regions correspond to the dynamogenerated magnetic field. The electron 
VDFs (right) show particle counts as a function of the particle speed in the velocity space; a 3D rendering is shown on the right, while a 2D slice in the vyvz plane 
is shown of the left.



Astrophysics

Gravitationalwave and electromagnetic 

signals from neutron star collisions

Introduction

This project supported the activity of the Computa
tional Relativity (CoRe) collaboration [1] whose goal 
is to model  the gravitational waves (GWs) and the 
electromagnetic (EM) signals from the coalescence of 
binary neutron star (NS) mergers using firstprinciples, 
4D, nonlinear simulations in general relativity. Binary 
neutron star mergers are unique astrophysical labora
tories to investigate the unknown matter equation of 
state (EOS) at extreme densities, and they are con
nected to the production of heavy elements in the 
Universe (via rprocess nucleosynthesis in the mass 
ejecta) and to some of the most energetic EM tran
sients. Our simulations are crucial to interpret current 
and future observations of the multimessenger signals 
from this phenomenon.

This project addressed some of challenges posed by 
the LIGOVirgo observations of the binary neutron star 
signals GW170817 and  GW190425. We simulated 50 
binaries to compute the gravitational waves merger 
signals and analyzed the strongfield dynamics of the 
remnant. Several binary properties and new physical 
processes were explored for the first time: spin, eccen
tricity, large mass ratios, microphysical EOS, effects of 

neutrino transport and turbulent viscosity. The simula
tions’ data product extends the CoRe database of 
about 30%. The latter currently represents the largest 
public collection of waveform and mass ejecta 
available to the gravitationalwave and astrophysics 
communities.

Results and Methods

The key feature of our simulations is the detailed treat
ment of general relativity and dense matter using 
adaptive mesh refinement techniques to span the 
multiple scales of the problem. Our largest simulations 
run efficiently up to 2,0004,000 cores for more than 
2,000,0000 explicit timesteps in order to capture the 
merger dynamics from the orbital phase to the hydro
dynamical and viscous timescales of the remnant. 
Moreover, these simulations have to be repeated at 
multiple resolutions to obtain error estimates on the 
final data, and for several parameters of the binary 
(masses, EOS, etc). The data generated from one 
simulation are snapshots of order of several TB, which 
are then reduced in (parallel) postprocessing steps. 
The simulations performed in this project used 
75(+7.5)M core hours and represent one of the latest 
major simulation effort in the field of numerical 
relativity and GW astronomy.

The simulations conducted under pn56zo set a mile
stone for our research on GW modeling. We produced 
highquality gravitational waveform at reduced 
eccentricity and for binaries with spins. These wave
forms are used for the development of templates for 
LIGOVirgo analysis. The inclusion of spin effects 
makes these waveforms unique data that only our 
codes can currently produce. We designed the first 
complete gravitationalwave spectrum model by 
combining numerical relativity data with semianalytical 
templates [2], Fig. 1. Our model will be relevant for 
advanced and third generation detectors observations. 
For example, the detection of a single GWs from a 
merger remnant will allow us to deliver a measurement 
of the NS minimal radius within the kilometer precision, 
thus providing unique constraints to the extreme den
sity EOS.
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Figure 1: Waveform models for the complete spectrum of binary neutron star 
were developed in the projects.

RESEARCH INSTITUTION
1FriedrichSchillerUniversität Jena

PRINCIPAL INVESTIGATOR

Sebastiano Bernuzzi1,Bernd Brugmann1

RESEARCHERS

Matteo Breschi1, Tim Dietrich2, Vsevolod Nedora1, Nestor Ortiz1,  Albino Perego3, Vivek Chaurasia1, David Radice4

PROJECT PARTNERS
2Nikhef, Amsterdam
3Istituto Nazionale Fisica Nucleare, Milano Bicocca
4Princeton, USA

SuperMUC Project ID: pn56zo (Gauss Large Scale project)

1



Gravitationalwave and electromagnetic signals from neutron star collisions

Under pn56zo, we performed the first large set of BNS 
simulations including a generalrelativistic scheme for 
turbulent viscosity induced by magnetic fields and a 
new neutrino transport scheme. We studied in detail 
the thermodynamics and geometrical properties of the 
remnant, and the winds that are emitted on 
timescales of hundreds of milliseconds after the 
merger. 

Our simulations indicate that the bright, earlytime 
(optical and UV) kilonova transient AT2017gfo associ
ated to GW170817 could be explained as the signa
ture of weak rprocess nucleosynthesis in a fast ex
panding wind. The latter is generated by spiral density 
waves propagating from the remnant to the outer disk, 
and can be identified only with abinito simulations [3], 
Fig.2. We demonstrated that the rprocess nucleosyn
thesis in mass ejecta with speed, temperature and 
composition as found in the  simulations, can robustly 
account for all the heavy elements from mass 
number 75 to actinides and is compatible with solar 
abundances. By exploring five different microphysical 
EOS and several binary mass ratios, we concluded 
that this is a very general feature in binary neutron star 
mergers and does not require fine tuning. Indeed, the 
merger outcome of binaries with comparable masses 
and sufficiently stiff EOS (as compatible with 
GW170817) is a remnant NS (instead of a black hole) 
with lifetime of several rotational periods during which 
the wind can develop. 

Mergers with rapid black formation, like GW190425, 
are particularly interesting as they provide us a 
connection to the maximum NS mass. Using the simu
lations of pn56zo we developed an inference method 
for LIGOVirgo observations that, for the first time, 

quantifies the probability of prompt black hole forma
tion of  the merger remnant. Applied to  GW170817 
and GW190425, the method supported the current 
astrophysical interpretation with a rigorous Bayesian 
inference analysis. 

Using the resources of pn56zo we simulated, for the 
first time, mergers of binaries with mass ratio ~ 1.67
1.8 with microphysics. We discovered that the remnant 
undergoes  accretioninduced prompt collapse [4]. 
In these mergers, the tidal disruption of the companion 
and its accretion onto the primary star determine 
prompt black hole formation. The tidal disruption event 
results in a black hole remnant with a massive and 
neutronrich disc around. This is very different from the 
equalmasses mergers, for which there is no signifi
cant disc around the black hole, Fig.3. Challenging a 
common belief, our simulations showed that these 
accretioninduced promptcollapse mergers can power 
bright electromagnetic counterparts. We predicted that 
the mass ejected during tidal distruption can power a 
red, bright and temporally extended kilonova emis
sion. The peculiar feature of this emission might be 
observed in the near future and can help to constrain 
the binary mass ratio from future multimessenger 
observations.

Ongoing Research / Outlook

The HPC resources provided by LRZ covered the en
tire computational resources for the research con
ducted by the Jena group in 20182019 and the 
largest fraction of computational resources of the 
CoRe collaboration.  We published 7 peerreview pa
pers based on these data solely  and are further de
veloping projects using them. The project has obtained 
an extension in 2021 (50M core hours). We publicly 
release the final data product of our simulations on 
the CoRe website [1] or on Zenodo.org.  We also pro
duced a number of visualizations that can be found on 
the CoRe YouTube channel [5]. Visualization of simu
lated data have also been used for the official LIGO
Virgo outreach material for announcement of 
GW190425 (January 2020, see Figure 4).
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Figure 2: Angular momentum transport in the merger and spiralwaves (left). 
Spiralwave wind mass ejecta and kilonova lightcurves predicted from our 
simulations (right). Simulations are compared to observations of AT2017gfo.

Figure 3: Mass density of the remnant disc and black hole of an accretion
induced prompt collapse merger. The orange surface is the apparent horizon 
of the black hole.

Figure 4:  Image from the official LIGOVirgo outreach material for the announce
ment of GW190425 (January 2020).
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Hunting down the cause of solar magnetism

Introduction

The research of the groups of Astroinformatics in Aalto 
University, Finland [1], and SOLSTAR at the Max 
Planck Institute for Solar System Research in 
Göttingen, Germany [2], focuses on understanding 
solar and stellar dynamos. We try to achieve this by 
combining highresolution, local and global numerical 
modelling with longterm observations. This is a 
challenging task: even with state of the art computa
tional methods and resources, the stellar parameter 
regime remains unattainable. Therefore, we are just 
able to simulate “tarstars”, namely models in which 
diffusivities are raised several orders of magnitude 
from their real values, to guarantee numerical feasibil
ity and stability. This work is part of the PRACE project 
Access  Call 20 INTERDYNS, which has been 
granted 57M core hours on SuperMUCNG. Our goal 
is to relax some approximations, in order to simulate 
more realistic systems, and try to connect the results 
with theoretical predictions and stateoftheart obser
vations. 

Convective turbulence, together with largescale flows, 
such as differential rotation (Ωeffect), plays a key role 
in generating and shaping the magnetic fields 
observed in the Sun and other stars. The most 
important turbulent effect is the αeffect, describing 
collective inductive action arising from cyclonic turbu
lence. The α and Ωeffects are the two prominent 
generators of large scale stellar/solar magnetic fields. 
Turbulent effects escape observational efforts even 
with the largest existing and planned observational 
infrastructures. In theory, these effects are para
metrised by transport coefficients which collectively 
describe the effects of turbulence without having the 
need to resolve smaller scales, hence  the numerical 
determination of these coefficients which describe 
them is of utmost importance. For their measurement, 
we employ the testfield method (TFM). In its standard 
form, it can be used to measure the turbulent transport 
coefficients in the limit where a primary magnetic 
background turbulence vanishes (low resolution 
regime). If the background magnetic turbulence is 
present, i.e., in the high resolution regime, the non

linear (NL) form of TFM is necessary. This regime is 
relevant for the Sun, which most likely exhibits 
vigorous smallscale dynamo action, generating  mag
netic background turbulence. Moreover, the TFM 
allows us to measure the full α tensor, therefore 
adding a  considerable refinement to the standard 
theory, which models the αeffect merely by a scalar 
quantity. 

Results and Methods

We use the Pencil Code [3], a highly modular code,  to 
solve the fully compressible equations of magneto
hydrodynamics (MHD). The code employs a sixth
order, central finite differences scheme for spatial 
discretization and a 3rdorder RungeKutta time
integration scheme. The chosen scheme makes the 
code highly scalable and adaptable. To maintain the 
magnetic field divergencefree, the code solves for the 
magnetic vector potential. The output files are written 
out quite often in order to restart from crashes or 
nodefailures. The parallelization is implemented using 
MPI and allows the Code to scale up to 100.000 
cores. The data analysis can be performed on the fly 
or as postprocessing using Python or IDL (Interactive 
Data Language).

A list of disk storage, number of cores and total wall
time used for the simulations described in this report  
are shown in Table 1. The total short term storage on 
SuperMUCNG for this part of the project will be 50TB. 
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Even though most of the simulations are still ongoing, 
we have already achieved interesting results. Our new 
highresolution run (A1) shows a different behaviour 
than an earlier lowresolution run (M0, [4]). Besides 
the two times higher resolution of A1, the difference 
between the two consists in the way heat conduction 
is modeled. To describe radiative heat transfer, we use 
in both runs the diffusion approximation. In Run M0, 
we prescribed a profile for the radiative heat conduc
tivity, while in the PRACE project runs we use a 
Kramerslike opacity law, in which the heat 
conductivity depends on density and temperature. The 
latter, a more physically sound prescription, allows for 
the development of a layer which is convectively 
stable in the traditional sense, but in which the 
transport of heat is still upwarddirected. This can have 
consequences for the properties of the flow but also 
for the magnetic field evolution [5]. We highlight one 
such difference in Figure 1. In the meridional cuts we 
show the component αφφ for run M0 (left), versus that 
of our new run A1 (right). The presence of negative/
positive values  in the northern/southern hemisphere is 
crucial for obtaining the equatorward propagation of 
the sunspotproducing zones observed during the 
solar cycle. In M0, the αeffect was of the wrong sign 
in most of the CZ, but with the improved description of 
heat conduction, the region where the effect is of the 
correct sign has grown significantly. In the new run 
(A1), we now observe a reversed migration direction of 
the magnetic field, which shows that the changes in 
the αeffect profile are significant, see Figure 2.

Ongoing Research / Outlook

We presented here the first testfield measurements 
from our higherresolution runs with improved heat 
conduction description. They indicate significant 
changes in the profiles of the most crucial inductive 
effect related to solar and stellar dynamo mechanisms, 
which already has important consequences for under
standing these dynamos. Our even higher resolution 

Hunting down the cause of solar magnetism

runs (A2A4) currently undertaken, will bring us into an 
even more turbulent regime, where magnetic 
background fluctuations are generated by smallscale 
dynamo action. To measure the turbulent effects from 
these runs, we will apply the novel compressible test
field method. Such analysis will allow us to study, for 
the first time, the interaction of small and largescale 
dynamos in a quantitative way.
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Figure 2: Timelatitude diagram from run A1, showing the azimuthally averaged azimuthal magnetic field component near the surface as function of time. In the Sun, 
a prominent pattern of butterfly wings, formed by the sunspot locations migrating towards the equator during the solar cycle, is visible, but reproducing this pattern 
has turned out to be very challenging from direct numerical simulations. Also in our new Run (A1), such a pattern is mostly absent. The physicallymotivated heat 
conduction was seen to strongly influence it.

Figure 1: A volume rendering of global convective dynamo simulations. 
Colors on the two spherical surfaces represent the radial velocity close to the 
surface and the bottom of the simulation domain. The meridional cuts show 
the φφ component of the α tensor for a previous lowresolution run (M0) and 
the new highresolution run (A1), red indicating positive, and blue negative 
values. The background image is from an instrument onboard the Solar 
Dynamics Observatory.



used to develop a database of synthetic images that 
were computed via raytracing and can be compared 
to the observation. Such a synthetic image is shown in 
Fig. 2, which is obtained after postprocessing the 
simulation snapshot shown in Fig. 1. It can be seen 
that this image agrees very well with the famous 
image obtained by the EHT collaboration. Given that 
such a synthetic image is produced assuming 
Einstein’s theory of general relativity to describe 
gravity, the agreement with the observation is yet 
another strong argument in favor of this theory.

Systems of binary neutron stars, on the other hand, 
allow to also test the fundamental behavior of matter 
under extreme conditions. For doing so we performed 
simulations with a special prescription of the socalled 
equation of state. This equation describes the change 
in pressure for a given density, which in turn is set by 
the interactions between elementary particles. More 
precisely, we allowed the matter to undergo a phase 
transition at high densities. During this transition 
ordinary hadronic matter (neutrons and protons) 
disintegrate and form a soup of quarks and gluons. 
This is the long hypothesized quarkgluonplasma, 
which is thought to have existed during the early 
stages of the Big Bang. Using SuperMUCNG we 
performed the first ever simulation with a realistic and 
temperature dependent equation of state [3] that 
includes such a transition. In a followup study and 
with an equation of state using different parameters for 

Introduction

The investigation conducted within this project is well 
aligned with the past research conducted by the 
Relastro group in Frankfurt [1] and can be summarized 
in two categories. 

One is the simulation of accreting black holes, which 
aided the interpretation of the worldfamous image of 
the EHT collaboration. This image of the black hole in 
the center of the galaxy M87 is the first of its kind. It 
allows to test gravity in the strongfield regime by 
comparing to simulations as the ones performed within 
this project.

The second focus was on binary neutron stars. The 
extreme densities encountered inside neutron stars 
allow the study of sofar unexplored physics that is not 
accessible via experiments on earth. Two points of 
interest during this project were the creation of quark
gluon plasma during the merger and how to identify it 
from gravitational waves or the impact of spin during 
the binary’s inspiral. 

Results and Methods

Whether we simulate accreting black holes or binary 
neutron star systems, both require the numerical 
solution of the equations of (magneto)hydrodynamics 
coupled to the Einstein field equations describing 
gravity. The correct 
evolution of these 
equations can only be 
achieved using a number 
of sophisticated numerical 
and of course high
performance computing 
methods.

In order to understand the 
image captured by the 
EHT collaboration [2] 
simulations of a hot 
plasma around a 
supermassive black hole 
have been performed 
(see Fig. 1). The results 
of these simulations were 

Astrophysics

Longterm evolutions of neutronstar mergers: 

mass ejection, instabilities and EM counterparts
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Figure 1: Simulation snapshot of a black holetorus system (redyellow) emitting a jet (whiteblue).



this phase transition, we could even perform 
simulations, where the two neutron stars merge and 
produce a stable hybrid star, i.e. a more massive and 
dense neutron star with a stable core consisting of 
quark matter [4], which is shown in Fig. 3.

During these simulations, we also computed the 
gravitational waves that are emitted due to way that 
the massive neutron stars curve the spacetime. In this 
way we could show that there is a clear signature in 
the gravitationalwave pattern that would allow us to 
distinguish from this signal alone whether a phase 
transition to quarkgluon plasma takes place or not. It 
is expected that 3rd generation gravitationalwave 
detectors will be able to pick up such a signal in the 
near future and thus potentially show the presence of 
the quarkgluonplasma inside the merger remnant of 
a neutron star binary.

The above investigation heavily relied on previous 
work that resulted in today’s routinely performed 
simulations of binary neutron star mergers. However, 
these simulations can still be improved by sofar 
unexplored physics and methods. During this project, 
we did investigate many of these venues such as 
higherorder methods for the solution of the general
relativistic magnetohydrodynamics equations or the 
formulation of a new method for including radiative 
transport. We also investigated the impact of high 
spins on the mass that is ejected during the merger of 
two neutron stars [5]. Usually simulations start from 
nonspinning or slowly spinning neutron stars. Within 
this project, we found that the merger outcome, 
especially the dynamically ejected mass that later 
undergoes nucleosynthesis and yields the observable 
kilonova signal, is significantly different in the case of a 
merger of two highly spinning neutron stars. 

Ongoing Research / Outlook

This project directly continues with our new allocation 
pn56bi (see report on page 18). Within this allocation 
we investigate yet another facet of binary neutron star 

Longterm evolutions of neutronstar mergers: mass ejection, instabilities and EM counterparts

mergers that has not been explored within pr27ju. 
Specifically, we explore the longterm evolution of the 
merger remnant. During this stage radiative transport 
due to neutrinos has a considerable influence on the 
ejected mass. It will contribute to mass ejection via a 
neutrinodriven wind and alter the ejecta’s 
composition, which will impact the observable kilonova 
signal. In interplay with the magnetic field evolution the 
radiation might also help to develop a short gamma
ray burst. The observations connected to the event 
GW170817 have proven that this phenomenon is 
connected to the merger of two neutron stars, but it 
could not yet been shown with simulations.
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Figure 3: Simulation snapshot of a stable hybrid star with a quark core shown in green.

Figure 2: Example of a synthetic image of an accreting black hole produced by 
postprocessing the results of a generalrelativistic magnetohydrodynamics 
simulation.
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Testing the limits of magnetized accretion 

onto black holes

Introduction

Numerical simulations are an invaluable tool when it 
comes to investigate the complex dynamics that rule 
the behavior of astrophysical plasmas. This is even 
more the case if we consider the fundamental role that 
General Relativity has in the description of compact 
objects such as black holes and the magnetized hot 
accretion disks that are commonly assumed to orbit 
around them. 

In the past decades our understanding of the physics 
behind accretion processes has vastly increased 
thanks to an always increasing number of numerical 
studies, but there are still several uncertainties that 
make challenging to draw quantitative (and sometimes 
qualitative) conclusions from them. This fact repre
sents an important incentive for the improvement of 
numerical models, considering also the extraordinary 
observational discoveries made in the recent years by 
the detection of gravitational waves and the first 
direct imaging of a supermassive black hole.

Our project aims at assessing the degree of 
accuracy of stateoftheart general 
relativistic magnetohydrodynamic (GRMHD) 
simulations of accretion disks around black 
holes using the astrophysical code ECHO 
[1]. We explored the impact of employing 
different algorithms and numerical 
implementations by participating to the EHT 
code comparison project [2] and 
investigated the limits of an ideal description 
of the astrophysical plasma by taking into 
account the turbulent dissipation of the 
magnetic field which is usually neglected. 

Results and Methods

 A significant part of the project focused on 
the impact of specific choices of numerical 
implementation, which we investigated 
within a first code comparison study led 
by the Event Horizon Telescope 
collaboration [2]. The 9 different codes 

employed show a remarkable agreement between 
the different participating codes, with higher 
resolutions leading to significant decrease in 
deviations.  The overall structure of the accretion flow 
is also quite similar among different results, and the 
same goes for the time variability of the computed light 
curves, displaying very similar spectra. This 
agreement was found between codes using different 
grid geometries (cartesian or spherical coordinates), 
programming languages (Fortran or C++)  and 
interpolation/integration algorithms.

The role of numerical dissipation and the limits of an 
ideal description of the astrophysical plasma can also 
be very important, as a more efficient diffusion of the 
magnetic field can affect the global structure of the 
disk and its accretion properties. By investigating the 
consequences of assuming a finite magnetic resis
tivity in the plasma, we show that a weaker MHD 
turbulence can lead to the formation of nonaxisym
metric largescale structures in the disk which, for 
an ideal plasma, would otherwise quickly washed out 
[3] (see Figure 3). The necessary numerical models 
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Figure 1: Meridional slices showing rest mass density (left panel), magnetic to 
thermal pressure ratio (center) and magnetization (right) in logarithmic scale and 
code units [2].



make use of a generalized prescription for Ohm’s law 
that accounts for the turbulent dissipation of the 
magnetic field due to unresolved smallscale motions.

All our threedimensional simulations of thick magne
tized disks were produced using ECHO, a finite
differences Fortran code solving the equations of 
magnetohydrodynamics in General Relativity. The 
hybrid MPIOMP parallelization scheme employed 
in the code [4] allows for an efficient use of a large 
number of cores (ranging from 560 to 51,840 as 
shown in Table 1, depending on the model) on 
SuperMUC Phase 2 and SuperMUCNG. Each simula
tion produced between 100 and 1000 HDF5 outputs 
(generated with a parallel HDF5MPI scheme), requir
ing overall 20 TB of storage volume. 

Ongoing Research / Outlook

Thanks to an efficient use of the HPC resources 
offered by LRZ we explored some important aspects 
of numerical models of accretion disks, such as the 
dependency of the results on the specific algorithm 
choices of the code employed and the effects of 

Testing the limits of magnetized accretion onto black holes

magnetic diffusion. A second code comparison 
project is currently ongoing, which will perform a 
similar study to the one already published, but will 
mainly focus on more highly magnetized disk, which 
are known to trigger the formation of strong polar 
jets. This work will greatly help assessing to what ex
tent numerical simulations can quantitatively repro
duce several important dynamic properties of accret
ing astrophysical plasmas. On the other hand, we will 
continue our work on nonideal plasmas using 
SuperMUCNG, improving the description of the 
turbulent resistivity and testing the effects of a 
turbulent dynamo in the amplification of the magnetic 
field, rather than just its dissipation. 
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Figure 3: Equatorial slices of the accretion disk for a hydrodynamic model (left panel) and a magnetized one (right) showing rest mass density in logarithmic 
scale normalized by its maximum [3].

Figure 2: Volume rendering of a thick accretion disk (southern half) with finite 
resistivity.

Table 1: Typical models run on SuperMUC Phase 2 and SuperMUCNG.
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Astrophysics

The sonic scale revealed by the world’s largest 

supersonic turbulence simulation

Introduction

Understanding the physics of turbulence is crucial for 
many applications, including weather, industry, and 
astrophysics. In the interstellar medium (ISM), we 
believe that supersonic turbulence plays a crucial role 
in controlling the gas density and velocity structure, 
and ultimately the birth of stars. Here we present the 
world's largest simulation of supersonic turbulence to 
date. With a grid resolution of 10,0483 cells, this 
calculation allows us to determine the position and 
width of the sonic scale (λS)—the transition from 
supersonic to subsonic turbulence. The simulation is 
the first to simultaneously resolve the supersonic and 
subsonic cascade, v(l)∝lp, where we measure 
psup=0.49 and psub=0.39, respectively. Instead of a 
sharp transition, we find that the supersonic cascade 
transitions smoothly to the subsonic cascade over a 
factor of ~3 in scale.

Turbulence is ubiquitous on Earth, but it also plays a 
key role in structuring the ISM. However, there is a 
critical difference between astrophysical and terrestrial 

turbulence: while 
the turbulent flows 
we encounter in 
everyday life are 
mostly incompress
ible and subsonic, 
many astrophysical 
flows are highly su
personic and com
pressible. For su
personic turbu
lence, energy dissi
pation occurs 
mainly in shocks 
rather than in 
vortex tubes, and 
the rate by which 
energy is trans
ported through the 
scales is faster 
than in subsonic 
turbulence. The 
transition from one 

regime into the other introduces a critical length scale, 
the sonic scale λS. For scales l > λS, the flow velocities 
exceed the speed of sound (Mach number >1) and are 
characterised by a complex network of interacting 
shocks that lead to highly dynamical, transient density 
fluctuations. In contrast, for l < λS, the flow is 
dominated by subsonic motions (Mach number <1) 
that set up the classical Kolmogorov cascade, 
including intermittency corrections. By definition, the 
sonic scale λS is located on scales where the Mach 
number is unity. Identifying λS and determining the 
transition region from supersonic to subsonic turbulent 
flows is crucial for advancing our understanding of 
turbulence.

The theoretical prediction for λS, previously used in 
models of ISM structure and star formation, is given by 
[3], λS = ΦsLM     , where L is a characteristic scale, 
usually taken to be the driving scale of the turbulence 
in numerical calculations, or taken to be the diameter 
of a starforming molecular cloud in observations. 
Theoretical calculations often make use of both 
interpretations and sometimes treat them as being 
identical. M=σv/Φs is the threedimensional (3D) 
turbulent Mach number, i.e., the ratio of volume
weighted 3D velocity dispersion (σv) on scale L divided 
by the sound speed (cs). The exponent psup≈0.5 
appears in the velocity dispersion – size relation, 
v(l)∝lp, for supersonic turbulence, as found in 
observations of molecular clouds. The factor Φs 
encapsulates our lack of understanding of where 
exactly the sonic scale is located, and is determined 
and discussed in [4].

Results and Methods

Visualisations
In order to provide a sense of the dynamic range 
involved in the simulation, we show a visualisation in 
Fig. 1. This is a slice through the gas density ρ (scaled 
by the mean density ρ0) seen in the xyplane at z=0, 
at the end of the simulation. We also provide an 
animation of the threedimensional projected density 
field, which starts with a time evolution, and then 
rotates and zooms from the outer scale onto a dense 
filament formed in the simulation (see links below). 
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Figure 1: Slice through the gas density at the end of the supersonic turbulence simulation with 10,0483 grid cells, 
showing the full simulation domain and a zoomin onto a dense region with multiple shock interactions. We believe 
that star clusters form preferentially at the intersection of such shocks. An animation of the threedimensional 
projected density field highlighting the sonic scale is available (see links below).

1/psup



Moreover, [2] present a visualisation of this simulation, 
which was amongst the finalists of the SC19 
conference (see links below).

Basic Methods
In the framework of a Gauss Centre for 
Supercomputing LargeScale Project, an allocation of 
~50 million core hours has been used for this project 
on SuperMUC. The simulation code used for this 
project is FLASH, a public, modular gridbased 
hydrodynamical code for simulations of astrophysical 
flows. The parallelisation is based entirely on MPI. In 
the framework of the SuperMUC Phase 2 scaleout 
workshop, the current code version (FLASH4) has 
been optimised to reduce the memory and MPI 
communication requirements. In particular, noncritical 
operations are now performed in single precision, 
without causing any significant impact on the accuracy 
of the results (see previous Book in this series). In this 
way, the code runs with a factor of 4.1 less memory 
and 3.6 times faster than the public version of the 
code, and scales remarkably well up to the full size of 
SuperMUC [1,5]. The simulation was run on 65,536 
compute cores and produced a total of 2 PB of data, 
split into 91 3D output files, spanning 9 turbulent 
crossing times (where one crossing time is defined as 
tturb=L/σv). We note that it takes 2tturb to reach 
stationarity (fullydeveloped turbulence), and thus, all 
results were averaged over a period of 7 turbulent 
crossing times, between 2–9 tturb, i.e., over 71 3D 
snapshots of the 10,0483 data.

Measuring the Sonic Scale
In order to construct the Mach number M as a function 
of scale (l), from which we can directly determine the 
sonic scale (λS), we compute the total (transverse plus 
longitudinal) 2ndorder velocity structure function, and 
make sure that we obtain converged statistics [4].

The sonic scale revealed by the world’s largest supersonic turbulence simulation

Fig. 2 shows the timeaveraged structure function 
(with error bars quantifying the 1σ time fluctuations). In 
particular, we show the Mach number M=[SF2/2cs

2)]1/2, 
constructed from SF2. The sonic scale is implicitly 
defined where M = 1. We find λS/L = 0.025 (vertical 
blue dotted line in Fig. 2). Powerlaw fits with M(l)∝lp 
in the subsonic (gold shaded area in Fig. 2) and 
supersonic (green shaded area in Fig. 2) regimes yield 
scaling exponents of psub = 0.39 and psup = 0.49, 
respectively, consistent with the theoretical 
expectations in the two regimes of turbulence, i.e., 
psub~1/3 for Kolmogorov turbulence and psup~1/2 for 
supersonic turbulence. The subsonic slope is slightly 
steeper than the original Kolmogorov prediction of 
psub~1/3, because of the necessary intermittency 
corrections for mildly compressible turbulence. We find 
that the transition region around the sonic scale (blue 
shaded area in Fig. 2) is smooth and spans a full width 
half maximum (FWHM) factor of 3 in l/L, which 
corresponds to a Gaussian standard deviation of 
0.105. Thus, we measure λS/L = 0.025.

Ongoing Research / Outlook

Many other fundamental aspects of turbulent flows 
can be studied with this large simulation, including 
probability distribution functions of key dynamic 
variables, the fractal dimension, etc. Fig. 3 shows the 
distribution of filament widths in molecular cloud 
observations, and how the sonic scale theory 
developed and tested here can provide an excellent 
match to the observations. Directly extracting the 
filament width from the simulation is one of the next 
steps of ongoing research. In addition, magnetic fields 
are ubiquitous in interstellar, starforming clouds, so 
we want to extend this study to include magnetic 
fields. We have already started test simulations with 
magnetic fields, including visualisations [2]; see links 
below.

References and Links

[1] Cielo, S., Iapichino, L., Baruffa, F., Bugli, M., & Federrath, C. 
2020, Future Generation of Computer Systems, 12, 
arXiv:2002.08161.

[2] Cielo, S., Iapichino, L., Günther, J., et al. 2019, SC19 
visualization showcase finalist, arXiv:1910.07850.

[3] Federrath, C., & Klessen, R. S. 2012, Astrophys. J., 761, 156.
[4] Federrath, C., Klessen, R. S., Iapichino, L., & Beattie, J. R. 2020, 

Nature Astronomy, submitted (arXiv:2011.06238).
[5] Hammer, N., Jamitzky, F., Satzger, H., et al. 2016, Advances in 

Parallel Computing, 27, 827.

Sonicscale visualisation:
https://www.mso.anu.edu.au/ c̃hfeder/pubs/sonic_scale/

Federrath_sonic_scale_lowres.mp4

SC19 visualisation showcase finalist:
https://youtu.be/EPe1Ho5qRuM
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Figure 3: Filament width distribution measured from observations in the 
IC5146, the Aquila and Polaris molecular clouds shown as the orange 
histogram, together with the theoretical prediction based on the sonic scale 
(blue line). The theoretical prediction is not a fit; instead the peak position is 
set to 0.1 parsec and the lognormal standard deviation of 0.105 is determined 
by the width of the sonicscale transition measured in Fig. 2.

Figure 2: Top: Turbulent Mach number (M) as a function of scale l in units of 
the driving scale L=Lbox/2, where Lbox is the side length of the computational 
box. M is computed from the 2ndorder structure function (SF2) of our 
simulation with 10,0483 grid cells. On the driving scale (l=L), we set the Mach 
number to M=4.13, shown by the flattening of SF2 for l/L→1. The error bars on 
M and SF2 were computed from the temporal fluctuations in the regime of full
developed turbulence, t=2–9tturb. The sonic scale λs is defined where M(λs/L) 
=1 (dotted lines). Bottom: Same as the top panel, but compensated by (l/L)1/2 
to enhance the visibility of the change in slope across λs. The dashed lines 
show powerlaw fits in the subsonic (gold) and supersonic (green) regimes of 
turbulence, with slopes of 0.39 and 0.49, respectively. This is the first time 
that the position and width of the sonic scale are determined. We find λs/
L=0.025, i.e., a fullwidthhalfmaximum (FWHM) in λs corresponding to a 
factor of 3 in scale.
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Simulating episodic outflow feedback 

in lowmass star formation

Introduction

The star formation process is accompanied by the 
launching of bipolar protostellar outflows. While the 
young protostar accretes gas from its surrounding 
accretion disc, it reejects about 10% in bipolar jets 
and discwinds. These initially ejected jets entrain 
secondary core material to form massive molecular 
outflows. Since the entrained gas is not available for 
further star formation, outflow feedback lowers the 
stellar mass that forms within a core by about 50%. 
Many observations show that the accretion onto 
protostars is not a continuous process, but rather 
occurs in episodic outbursts. Since the launching of 
outflows is strongly coupled to the accretion, the 
launching of outflows is episodic, too. This process 
manifests itself as HerbigHaro objects, individual 
outflow bullets, chained along the outflow. In this 
project, we simulate episodic outflow feedback in low
mass starforming cores and study the effects on the 
forming stars. 

 Results and Methods

Subgrid episodic outflow model
To model the accretion behaviour of observed FU 
Orionis type stars, we use the episodic accretion 
model by Stammatellos et al. (2010) [1]. Within this 
subgrid model, the accretion on the protostar occurs 
in some ten years lasting outbursts. Between two 
outbursts is a quiescent phase of some thousand 
years with low accretion rate.

We are using this episodic accretion rate to launch 
bipolar outflows [3,4]. During these outbursts, 10% of 
the accreted gas is reejected. We are using the 
description by Matzer & McKee (1999) [2] to launch 

the outflows with a velocity distribution that resembles 
a twocomponent outflow. The first component is a 
collimated highvelocity jet with ejection velocities that 
may exceed 120 km/s. The second component is a 
lowvelocity wideangle wind that encloses the central 
jet.  The outflowing gas has a rotational velocity 
component and therefore carries away angular 
momentum from the central protostar. Since the 
accretion occurs in episodic bursts, our outflows are 
also episodic and resemble the observations of 
individual HerbigHaro objects.

Simulation setup
We are using the highly objectorientated smooth 
particle hydrodynamics (SPH) code GANDALF [5] to 
simulate two sets of simulations. All simulations are 
spherically symmetric dense gas cores with a mass of 
1 M

⊙
. We follow the collapse of the core about 

500 kyrs and save a snapshot file every 200 yrs. In 
total, we produce 2,500 snapshot files of which each is 
about 180 MB in disc size. Thus, one simulation adds 
up to about 450 GB of disc storage. Each simulation 
was performed on a single node, and the default runs 
take about 100,000 core hours. 

The first simulation set covers a parameter and a 
resolution study.  The resolution study consists of 8 
simulations in which we increase the mass resolution 
from 25,000 to 400,000  SPH particles per M

⊙
. In the 

parameter study, we use 14 simulations to evaluate 
the influence of varying model parameters, such as 
the collimation of the jet or the fraction of ejected to 
accreted gas [3]. We perform five additional simula
tions with a more realistic core setup.

In the second set of, in total, 88 simulations, we vary 
the initial core parameters to study the outcome of 
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Figure 1: Column density plot of a simulation using the episodic outflow sub
grid model at t = 115 kyr. One can see the outflow cavity emerging from the 
central protostar. Individual outflow bullets are labelled from A to D.



various initial conditions on the star formation process 
[4]. We perform 44 simulations with outflow feedback 
and compare them to the 44 reference simulations 
without outflow feedback.

Parameter and resolution study
The results from the resolution study show that our 
model is almost resolutionindependent. Even with a 
very low mass resolution, we are able to reproduce the 
overall outflow properties such as outflowing gas mass 
and momentum. This result is especially important 
since the goal of this subgrid model is to avoid the 
extremely high resolution requirements to compute 
outflow launching selfconsistently.

The parameter study shows that our model is resistant 
against variation of all model parameter. Changing 
these parameters has only a small impact on the 
outcome of the simulation. While performing this study, 
we find that outflow feedback is highly selfregulated. 
Model parameter leading to stronger outflows do not 
change the outcome of the simulation significantly 
since these strong outflows efficiently cut off the 
launching protostars from fresh gas and, in turn, 
weaken the outflows.

Hubblelaw relation and Hubble wedges
Observations of protostellar outflows show that the 
velocity of the outflowing gas increases linearly with 
distance from the source, the socalled “Hubblelaw” 
relation. Recent observations identify individual out
flow bullets of high velocity within this relation, so
called “Hubble Wedges”. 

We are able to reproduce the observed “Hubblelaw” 
relation including the “Hubble Wedges”. Since we 
follow the evolution of these bullets, we can explain 
the formation of the “Hubblelaw” relation. Outflow 
bullets are ejected with high velocities and move 
through an, by former bullets, already evacuated 

Simulating episodic outflow feedback in lowmass star formation

outflow cavity. Once the outflow bullets hit the leading 
shock front, they overtake the former bullets (Fig. 2). 
Thereby the bullets decelerate and align with the 
former bullets to form the observed “Hubblelaw 
relation [3].

TwinBinaries
Observations show an excess of almost equal mass 
binaries systems, called “Twinbinaries”. It is not yet 
clear why these Twinbinaries are so frequent. One 
possible formation pass is via circumbinary disc 
accretion. In a binary system with their main accretion 
channel via a surrounding accretion disc, the lower 
mass component will accrete faster, driving the mass 
ratio towards unity.

We are able to reproduce the high fraction of Twin
binaries in our simulations (Fig. 3). Interestingly, only 
the sample with outflow feedback shows an excess of 
Twinbinaries. We show that outflow feedback limits 
the accretion from other directions but the 
circumbinary disc and therefore enhances the fraction 
of the Twinbinaries.

Ongoing Research / Outlook

All simulations are performed on the SuperMUC 
Phase 2. The project is finished, and for the moment, 
we do not plan to extend the set of simulations. We 
rather continue analysing the gathered amount of 
data.
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Figure 2: Position velocity diagram of a simulation from the first set at 
t = 117 kyr (top) and t = 120 kyr (bottom). The colour represents the fraction of 
outflowing gas with a given velocity at a certain distance from the source. 
The individual outflow bullets are labelled from A to F. Newly ejected outflow 
bullets have high velocities until they hit the leading shock front and 
decelerate to align the former bullets to the linear “Hubblelaw” relation [2].

Figure 3: Distribution of mass ratios, mass of the secondary divided by the mass 
of the primary star, for all binary systems in the second set of simulations. The 
simulations with outflow feedback are in orange; the reference sample without 
outflow feedback is in blue. Outflow feedback enhances the formation of Twin
binaries.
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Down to the dwarfs

Introduction

The observed Cosmic Microwave Background 
radiation tells us that the Universe was almost 
homogeneous some 13.8 billion years ago. At present, 
we observe structures on all scales from the very tiny 
dwarf galaxies with masses below 108 solar masses 
up to the most massive structures in the universe, the 
superclusters with masses around 1016 solar masses. 
All these structures have been formed from the tiny 
density fluctuations at the beginning of cosmic history. 
One of the most demanding challenges for 
cosmologists is to understand how on all the different 
scales the observed structures have been formed. 
Numerical simulations are the driving force behind 
much of the theoretical progress in our understanding 
of the formation of structure in the universe.

Results and Methods

Simulations 
In March 2013 we have started our MultiDark 
simulation project: a series of cosmological dark 
matter only simulations within Planck cosmology [1]. 
Based on the first data published by the Planck 
mission we assumed a spatially flat universe 
consisting of 30.7% of dark matter and 69.3% dark 
energy with a presentday expansion rate of 67.8 km/s/
Mpc. Starting with the the MultiDark (MD) simulation 
we increased rsp. decreased the boxsize by a factor 
of 2.5. Thus in each step between the BigMultiDark 
(BigMD), the MultiDark (MD), the Small MultiDark 
(SMD), the Very Small MultiDark (VSMD) and the 
Extremely Small MultiDark simulations (ESMD) the 
volume decreases by a factor of ~16 and the mass 
resolution improves by the same factor. On top of this 
series we were running also the HugeMultiDark (HMD) 
simulation. 

The initial conditions of these simulations are given by 
tiny perturbations in the distribution of the dark matter 
particles which follow the power spectrum predicted by 
the given Planck cosmology. Due to gravitational 
instabilities the dark matter particles clump and form 
dark matter halos which grow by accretion and 
merging events. At redshift z = 0 a simulation as 
described above contains typically 50 to 100 million 
halos. The halos and their subhalos need to be 
identified in the simulation and their properties and 
formation histories must be estimated. To this end we 
have used two completely independent halo finders: A 
spherical overdensity halo finder and a hierarchical 
FriendsofFriends halo finder. 

In order to identify spherical halos and their subhalos 
as well as their merging history we have used 
ROCKSTAR (Robust Overdensity Calculation using
KSpace Topologically Adaptive Refinement [2]). 
ROCKSTAR is a massively parallel code very well 
designed to run over large dark matter simulations. It 
is designed to maximize halo consistency across time
steps and to provide reliable merger trees of the halo 
evolution which are the input for the generation of 
semianalytical galaxy catalogs based on dark matter 
only simulations.

The basic idea of the FriendsofFriends algorithm is to 
find halos by linking all particle pairs separated by less 
than a certain linking length that is defined as a 
fraction of the mean interparticle separation in the 
simulation. This method defines a unique catalog of 
halos for any given linking length. By definition the 
halos defined at a shorter linking length are subhalos 
of the parenthalos defined at larger linking length. 

Galaxies
The observed stars and galaxies consist of baryonic 
matter which contribute only 4.8% to the total matter 
and energy in the Universe. Elaborated 
hydrodynamical numerical simulations including 
cooling of gas, star formation, feedback and many 
other effects gave new insights into the formation and 
evolution of galaxies. However these simulations are 
extremely time consuming and cannot be performed 
for very large volumes at very high resolution. A 
possible alternative to study galaxies in large 
cosmological volumes with the required resolution is 
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the postprocessing of dark matter only simulations 
with semianalytical galaxy formation models. This has 
been done for the MD simulation using three different 
semianalytic models, namely Galacticus, SAG, and 
SAGE [3] and for the SMD simulation using SAG [4]. 
Based on the galaxy catalogs constructed from the 
SMD simulations we have recently studied 
associations of dwarf galaxies. Studying the formation 
of such associations is critical to our understanding of 
structure formation at the low mass end, a regime 
known to constitute the small scale crisis of the current 
cosmological paradigm [4]. 

High redshift galaxies
The upcoming James Webb Space Telescope (JWST) 
will enable observations of the most distant events 
and objects in the Universe such as the first galaxies 
that have been formed more than 13 billion years ago, 
i.e. during the first 500 million years after big bang. 
JWST will provide the potential to study exotic physical 
systems (like population III stars and directcollapse 
black holes). 

The UNIVERSEMACHINE is an empirical model that 
links galaxy star formation rates to properties of their 
host halos and in particular to their formation history 
[5]. This results in an entire mock universe populated 
with galaxies. Using the UNIVERSEMACHINE, we 
predicted which objects JWST may observe 250 to 
500 million years after big bang [6]. Such predictions 
are essential for proposal planning at JWST.

Reionization
The Epoch of Reionization (EoR) marks a pivotal time 
in the history of our Universe when the photons 
emitted by the first stars and galaxies permeate and 
gradually ionize the intergalactic medium. The VSMD 
simulation has been analyzed within a project funded 
by the  European Research Council, titled "DELPHI: a 
framework to study dark matter and the emergence of 
galaxies in the epoch of reionization". We quantified 
the effects of radiative feedback on the underlying 
galaxy population as well as on the ionization topology 
during the EoR to answer questions including: When 

Down to the dwarfs

and which galaxies are most affected by radiative 
feedback? Is the patchiness of reionization imprinted 
in galaxy observables? How does radiative feedback 
impact highredshift observables and the 21cm signal 
from the neutral regions in the intergalactic medium? 
To this end we have used our ASTRAEUS framework 
that selfconsistently couples a stateoftheart Nbody 
simulation with a seminumerical model of galaxy 
evolution and reionization [7].

Ongoing Research / Outlook

Many users were interested in using the simulation 
data directly or analyzing the full catalogs by 
themselves. Therefore, the opened a possibility to 
download selected simulation outputs (1.7 Tb each) as 
well as the full ROCKSTAR or galaxy catalogs via the 
the CosmoSim database [1] at AIP Potsdam. Besides 
the data, the database contains a comprehensive 
documentation as well as a number of images and 
movies for public outreach. 

In addition, the CosmoSim database also provides 
data from some of the MultiDark simulations via SQL 
(Structured Query Language) queries. Since the 
amount of data that such simulations produce is very 
large, SQL is used to filter the main data products and 
retrieve exactly those subsets the user is interested in. 
Having the data directly available via SQL allows users—
especially those not intimately familiar with the data 
format of the simulation—a far more direct path from a 
science question to an executable expression than a 
standard scripting or programming language would. 
More than 120 papers have been published so far 
using data provided by the MultiDark database.
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Figure 1: In a slice through the center of the SMD simulation box the neutral hydrogen fraction is shown 605 (left) and 739 million years after big bang (right). 
Black indicates the still neutral hydrogen while orange/yellow indicates almost fully ionised hydrogen.
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Star Formation through the Cosmic Ages: 

Shape and Spin of Primordial Minihalos

Context

Project pr74nu Star Formation through the Cosmic 
Ages provides computing time to the star formation 
group at the Center for Astronomy at Heidelberg 
University, and allows the members of the team to 
perform small to mediumsized parameter studies, to 
develop and validate new numerical code modules, 
and to prepare for largerscale highestresolution 
numerical simulations on specific topics for which time 
at national and European supercomputing facilities is 
being requested in separate proposals.

The research activities of the group focus on 
identifying and characterizing the physical processes 
that govern the birth of stars across cosmic time, from 
the first stars in our universe to young protostellar 
objects in the solar vicinity. Scientific interests include 
gas dynamics and chemistry in the interstellar 
medium, statistical description of astrophysical 
turbulent flows, dynamo processes, gravitational 
collapse and formation of stars and stellar clusters, 
stellar dynamics, and the development and 
optimization of numerical algorithms in computational 
astrophysics. The use of supercomputing resources, 
as provided by LRZ, is instrumental for these research 
activities.

Here we highlight one specific example of these 
activities, the numerical study of a master student in 
the group focusing on the shape and spin of star
forming primordial minihalos in different environmental 
conditions and under the influence of the relative 
streaming velocities between baryons and dark matter. 
The results of this study have been published in [2,3].

Introduction

The most favored approach for describing the 
evolution of our universe since the big bang is the so
called ΛCDM (Lambda Cold Dark Matter) model. It 
constitutes the simplest theory consistent with the 
existing astronomical measurements and is thus 
considered the standard model of big bang 
cosmology. It assumes that most of the matter is dark 
and interacts with baryonic matter solely through 
gravity. Consequently, cosmic structure formation 

occurs hierarchically with gravitational contraction 
setting in on the smallest scales first and with larger 
bound structures forming later via mergers and 
accretion.

Before recombination, baryons and photons were 
tightly coupled by Compton scattering and behaved as 
if they were a single fluid. On the other hand, the dark 
matter was not directly coupled to this baryon–photon 
fluid and interacted with it only via gravity. 
Consequently, even though fluctuations in the density 
of the baryon–photon fluid and the dark matter are 
correlated, one nevertheless expects some motion of 
the fluid relative to the dark matter. The imprint of this 
motion survives in the baryons even after 
recombination, in the form of a largescale streaming 
motion of the baryons with respect to the dark matter. 
The resulting relative velocity is highly supersonic 
shortly after recombination, but decays with the 
expansion of the Universe. It therefore plays little role 
in the formation of galaxies at low redshifts. However, 
at high redshift, streaming velocities can have a 
significant effect on the creation and formation of dark 
matter minihalos and the dynamics of the gas they 
contain. Specifically, their presence increases the 
minimum mass required for efficient gas cooling and 
collapse, and consequently for the birth of stars in 
these systems. 

These minihalos are the sites where the first stars in 
the universe, the socalled Population III (in short Pop. 
III) stars, are thought to form. Cooling in these 
systems takes place primarily via molecular hydrogen 
emission, with the result that the gas temperature 
never decreases below a few hundred Kelvin. The 
relatively high gas temperature inhibits fragmentation 
of the gas and promotes rapid gas accretion onto any 
protostars that form. The initial mass function of Pop. 
III stars is therefore expected to be dominated by 
massive stars, although it remains uncertain whether it 
also extends down to values below a solar mass due 
to efficient fragmentation of the accretion disk that 
forms due to angular momentum conservation as 
matter falls towards the very center of the halo. 
Altogether, better knowledge of the properties of the 
dark matter and the gas that make up the minihalos 
that host the first generation of stars is of great 
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importance for our understanding of the onset and 
outcome of Pop. III star formation.

Shape and Spin of Primordial Minihalos

In the first study presented here [2], we use high 
resolution numerical simulations to investigate the 
distribution of the shape and spin of a large sample of 
dark matter minihalos. We find that the spin parameter 
of the minihalos follows a lognormal distribution with 
minimal dependence on redshift. Most minihalos are 
prolate, but those that form at the highest redshifts 
tend to be more prolate than those that assemble at 
later times. On the scale of the virial radius, there is a 
good correlation between the shape and  spin of the 
gas and that of the dark matter. However, this 
correlation breaks down in gas which is cooling and 
undergoing gravitational collapse. We show that 
although the direction of the spin of the central dense 
gas correlates well with that of the halo, the magnitude 
of the spin of the dense gas is uncorrelated with that 
of the halo. Therefore, measurements of the spin on 
large scales tell us little about the angular momentum 
of the gas responsible for forming the first stars.

In a second study [3], we employ high resolution 
numerical simulations to investigate the impact of the 
relative streaming velocity between dark matter and 
baryons on the spin and shape distributions of high
redshift minihalos. We find that the presence of 
streaming velocities has a negligible effect on the spin 
and shape of the dark matter component of the 
minihalos. However, it strongly affects the dynamics of 
the gas in the system. The most probable spin 
parameter increases by a factor of five in regions of 
high streaming velocity compared to the case of zero 
streaming velocity. Consequently, the gas within the 
minihalos becomes increasingly less spherical and 
more oblate as the streaming velocity increases, with 
dense clumps being found at larger distances from the 
halo center. The impact of the streaming velocity is 
also massdependent: less massive objects are 
influenced more strongly, on account of their shallower 
gravitational potential wells. The number of halos in 
which gas cooling and runaway gravitational collapse 
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occurs decreases substantially as the streaming 
velocity increases. However, the spin and shape 
distributions of gas that does manage to cool and 
collapse are insensitive to the value of the streaming 
velocity and we therefore expect the properties of the 
stars that form from this collapsed gas do not depend 
on the value of the streaming velocity. 

Numerical Methods

The numerical simulations that form the base of the 
study reported here were first described in [4,5]. They 
were carried out using the moving mesh code AREPO 
[6] and include both gas and dark matter. The 
chemical and thermal evolution of the gas were 
treated using a primordial chemistry network and 
cooling function based on the work presented in [1], 
but updated as described in [5]. The simulations have 
a particle mass of about 100 solar masses for the dark 
matter and a target of 20 solar masses for the gas. 
Cosmological parameters are taken from the current 
standard cosmological model. Different streaming 
velocities are realized as a constant offset velocity 
term added to the initial gas motion. 
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Figure 1: Example of a typical minihalo with a spin parameter of  λ = 0.0483 and a mass of M = 9.57×106 solar masses at a redshift of  z = 14 in a region with a 
streaming velocity of 2σ. The images show the number density of gas particles in a slice centered on the density peak, with the top panel focusing on the central 
500 pc of the minihalo and the lower panel depicting a larger region of 3 kpc across. The left and right columns correspond to two different viewing angles.
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Kinetic simulations of astrophysical and 

solar plasma turbulence

Introduction

The hot and dilute collisionless plasmas near the Earth 
and in the solarwind are very turbulent. Astrophysical 
plasmas, e.g., in accretion disks around stars, in 
supernovae, the interstellar medium (ISM) or in galaxy 
clusters are turbulent. Despite of the omnipresence of 
turbulence in the plasma Universe, its properties and 
consequences are not well understood, yet. The 
reason is the complicated kinetic nature of the collec
tive collisionless plasma phenomena at the end of the 
turbulence cascade, where the energy is dissipated. A 
kinetic, particle description is required to describe the 
energy dissipation in turbulence, so that nonthermal 
effects and waveparticle interactions are taken into 
account.

Turbulence is inherently linked with two fundamental 
processes of energy conversion in the Universe which 
are the focus of this SuperMUCNG project [1]. These 
fundamental processes are shock waves and magnet
ic reconnection. In shock waves plasma flow energy is 
converted into thermal energy (heating) and the accel
eration of particles while the plasma flow is decelerat
ed. In the upstream region of shock waves, the plas
ma may become highly turbulent. Shock waves are 
observed in situ at space plasma boundaries, e.g. 
between the solar wind and magnetospheres or other 
heliospheric obstacles and, indirectly, between explod
ing supernovae and the interstellar medium (ISM). 
They are assumed to be behind gammaray bursts as 
well. The latter are known to occur in highly relativistic 
plasmas.  In the first of our SuperMUCNG subproject 
we investigated the efficiency of particle acceleration 
by shock waves in gammaray bursts and the role of 
selfgenerated turbulence in this highly energetic 
process. The obtained particle energy spectra are 
used as input for models of the nonthermal emission 
due to, e.g., synchrotron radiation from gammaray 
bursts. The second fundamental process of energy 
conversion in the Universe, closely linked to turbu
lence, is magnetic reconnection. In the course of 
magnetic reconnection, magnetic energy is converted 
into plasma flows, thermal energy and the acceleration 
of highly energetic particles. The understanding of 
magnetic reconnection processes is crucial for the un
derstanding of the heating of cosmic plasmas, e.g. of 

stellar coronae, the release of magnetic energy in 
solar and stellar flares, as well as of the dynamics and 
consequences of the energization of the ISM. Recon
nection and turbulence are related to each other in 
several different ways: reconnection can proceed if 
turbulence allows nonideal plasma responses, it can 
generate secondary turbulence itself by causing plas
ma instabilities, and smallscale current sheets are 
formed in turbulent plasmas trough which reconnec
tion happens. The latter process is the focus of our 
second SuperMUCNG subproject. A number of stud
ies of these processes have been carried out using 
different plasma models.  In particular we concentrat
ed our studies on the not well understood role of the 
electrons in the energy dissipation, plasma heating 
and acceleration processes. Our studies aim at the 
comparison of  the consequences of different ways to 
reduce the plasma models. The results of our investi
gations are important to better understand the energy 
dissipation and heating in astrophysical plasmas from 
the Earth’s magnetosheath to the solar wind and the 
interstellar medium.
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Figure 1: Particle energy spectra in an unmagnetized electronion shock 
enriched with electronpositron pairs (in the case shown here one electron
positron pair per ion).  From top to bottom: ion, electron, and positron 
spectra.



Results and Methods

Methods
To tackle the outstanding astrophysical problems of 
collisionless shocks and reconnection in turbulence 
kinetically, the method of choice are fully kinetic plas
ma simulations in which the full sets of VlasovMaxwell 
equations are self consistently solved together with 
the action of the electromagnetic fields on the charged 
plasma particles. For this sake we carried out Particle
inCell (PIC) simulations which describe the particle 
motion by a Lagrangian approach and solves by an 
Eulerian description for the electromagnetic fields that 
are allocated on a mesh. The particle distribution func
tions are the main variables to be obtained by solving 
Vlasov equations. Hence, the PICmethod relies on a 
sufficiently large number of many macroparticles, in 
order to statistically reliably reconstruct the particle dis
tribution functions. Such PICcode simulations are, 
therefore, computationally very demanding: they have 
to trace in the order of 109 – 1011 macroparticles on a 
mesh consisting about 108 grid points in 3D simula
tions. This implies that a single particle snapshot re
quires a memory in the order of one Terabyte. Hence, 
one has to make the particle output as sparse in time 
as possible. Grid data (e.g., electromagnetic fields) is 
comparably less heavy, but this data output should be 
carried out more frequently in order to correctly 
understand the evolution of the system. The resulting 
output field sizes are in the order of a significant 
fraction of a Terabyte for large production runs. In our 
project we utilized the optimum MPIparallelized codes 
OSIRIS (http://epp.tecnico.ulisboa.pt/osiris) and 
ACRONYM (http://plasma.nerd2nerd.org/). These 
codes were proven to run efficiently on the 
SuperMUCNG machine. The largest simulations that 
we carried out were in the order of a few million core
hours, while parametric studies are done with runs in 
the order of a significant fraction of a million of core
hours. A typical run requires between a few to tens of 
thousands of cores. 

Results
With the OSIRIS code we performed the first PIC 
simulations of relativistic, weakly magnetized electron
ionpositron shock waves and compared them with 
shocks in a pure electronion plasma. Our simulation 
results apply to gammaray bursts, where the released 
radiation is thought to produce electronpositron pairs 
in the external medium upstream of the shock, i.e. in 
the unperturbed plasma flow ahead of the shock 
wave. In those environments, a critical parameter that 
controls the energization process is the magnetization 
parameter σ, the ratio of the upstream magnetic 
energy to the ion kinetic energy. We studied the 
dependence of the shock properties on this parameter. 
The shock is numerically generated by pushing 
against one of the reflective boundaries of the 2D 
simulation domain a cold stream of plasma. This kind 
of numerical setup is prone to a numerical instability 
known as Cherenkov radiation, which is taken care of 
by means of a modified Maxwell solver implemented in 
the OSIRIS code (see further details about the initial 
conditions in [2]). We illustrate a particular result in 
Figure 1, showing the downstream energy spectra in a 
unmagnetized shock composed of a mixture of 
electrons, ions, and positrons. We find that the shock 
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can efficiently accelerate particles via scattering off the 
smallscale turbulence. More generally, we studied the 
dependence on the plasma composition (mixed elec
tronionpositron versus pure electronion) and on σ, 
determining the conditions when electronionpositron 
shocks accelerate particles. With the code ACRONYM 
we simulated a turbulent plasma by imposing initial 
velocity and magnetic field fluctuations at largescales. 
The fluctuations evolve in time, transferring energy to 
smaller and smaller scales, until it is finally dissipated 
at the smallest (electron)kinetic scales. During the first 
period of our SuperMUCNG project we have already 
found by utilizing the OSIRIS code that the turbulent 
fluctuations match the theoretical predictions of the so
called kinetic Alfvén wave turbulence, characterized by 
a specific correlation of density and perpendicular 
magnetic field fluctuations [3]. We then started to 
investigate the properties of current sheet structures 
that are formed in the turbulence. The current sheets 
release magnetic energy via magnetic reconnection. 
They seem to determine the energy dissipation in a 
kinetically turbulent collsionless plasmas (Figure 2).

Ongoing Research / Outlook

In the first subproject (relativistic shock waves) we 
found the conditions under which electroionpositron 
shocks can efficiently accelerate particles. In the 
second subproject (reconnection in turbulence) the 
question of the influence of the electron fluid with / 
without mass on the energy dissipation via current 
sheet reconnection is still open. For the sake of a 
better understanding of the role of the electrons, 
comparative simulations for different plasma models 
are necessary using, other than fullykinetic PIC 
codes, hybridPIC simulations with and without 
electron inertia [4] which will allow to directly assess 
the influence of the electron dynamics.
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Figure 2: Current density in a 3D kinetically turbulent plasma. The (red) peak 
values indicate current sheets where energy is preferentially dissipated via 
smallscale magnetic reconnection.
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Halos in Magneticum: Scaling Relations, 

Mass, Bias, and Concentration

Introduction

Within modern cosmology, the Big Bang marks the 
beginning of the universe and the creation of matter, 
space and time about 13.8 billion years ago. Since 
then, the visible structures of the cosmos have 
developed billions of galaxies, which bind gas, dust, 
stars and planets with gravity and host supermassive 
black holes in their centers. But how could these 
visible structures have formed from the universe’s 
initial conditions?

To answer this question, theoretical astrophysicists 
carry out large, cosmological simulations. They 
transform our knowledge about the physical 
processes, which drive the formation of our universe 
into models and simulate the resulting evolution of our 
universe across a large range of spacial scales and 
over billions of years. To be comparable to ongoing 
and future cosmological surveys, such theoretical 
models have to cover very large volumes, especially to 
host the rarest, most massive galaxy clusters 
expected to be the lighthouses of structure formation 
detectable already at early times (e.g. at high 
redshifts). While the Universe makes its transition from 
dark matter dominated to dark energy dominated (i.e. 
accelerated expansion), the objects which form within 
it make their transition from young, dynamically active 
and star formation driven systems to more relaxed and 
equilibrated systems observed at late time (e.g. low 
redshifts). Especially here, theoretical models in form 
of complex, hydrodynamical cosmological simulations 
are needed to disentangle the internal evolution of 
clusters of galaxies with respect to the evolution of the 
cosmological background. Such simulations will be 
essential to interpret the outstanding discoveries 
expected from upcoming surveys.

Scaling relations in Magneticum

The abundance of galaxy clusters as a function of 
mass and redshift is a well known powerful 
cosmological probe, which relies on underlying 
modelling assumptions on the massobservable 
relations (MOR). Some of the MOR parameters can be 
constrained directly from multiwavelength 

observations, as the normalization at some reference 
cosmology, the massslope, the redshift evolution and 
the intrinsic scatter. However, the cosmology 
dependence of MORs cannot be tested with multi
wavelength observations alone, as we observations 
are limited to one Universe only. We use Magneticum 
simulations to explore the cosmology dependence of 
galaxy cluster scaling relations. We run fifteen hydro
dynamical cosmological simulations varying Ωm, Ωb, H0 
and σ8 (around a reference cosmological model). The 
MORs considered are gas mass, baryonic mass, gas 
temperature, compton Y and velocity dispersion as a 
function of virial mass. We verified that the mass and 
redshift slopes and the intrinsic scatter of the MORs 
are nearly independent of cosmology with variations 
significantly smaller than current observational 
uncertainties. We show that the gas mass and 
baryonic mass sensitively depends only on the baryon 
fraction, velocity dispersion and gas temperature on 
H0, and Y on both baryon fraction and H0. We 
investigate the cosmological implications of our MOR 
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Figure 1: Distribution of cosmological parameters for the fteen cosmologies 
used in this paper. WMAP7 (i.e. our C8) is highlighted by star symbols. The 
black contours represent 68%, 95% and 99% condence limits on these 
parameters. Taken from [1].



parameterization on a mock catalog created for an 
idealized eROSITAlike experiment. We show that our 
parametrization introduces a strong degeneracy 
between the cosmological parameters and the 
normalization of the MOR. Finally, the parameter 
constraints derived at different overdensity (Δ500c), for 
Xray bolometric gas luminosity, and for different 
subgrid physics prescriptions. For details see [1].

Mc and MM relations from Magneticum

We employ a set of Magneticum cosmological hydro
dynamic simulations that span 15 different 
cosmologies, and extract masses and concentrations 
of all wellresolved haloes between z = 0–1 for critical 
overdensities Δvir, Δ200c, Δ500c, Δ2500c, and mean 
overdensity Δ200c. We provide the first mass
concentration (Mc) relation and sparsity relation (i.e. 
MΔ1–MΔ2 mass conversion) of hydrodynamic 
simulations that is modelled by mass, redshift and 
cosmological parameters Ωm, Ωb, σ8, H0 as a tool for 
observational studies. We also quantify the impact that 
the Mc relation scatter and the assumption of NFW 
density profiles have on the uncertainty of the sparsity 
relation. We find that converting masses with the aid of 
a Mc relation carries an additional fractional scatter (~ 
4%) originated from deviations from the assumed 
NFW density profile. For this reason, we provide a 
direct massmass conversion relation fit that depends 
on redshift and cosmological parameters. We released 
the package hydro_mc [4], a python tool that performs 
all kind of conversions presented in this paper. For 
details see [2].

Baryon impact on halo mass and bias

Luminous matter produces very energetic events, 
such as active galactic nuclei and supernova 
explosions, that significantly affect the internal regions 
of galaxy clusters. Although the current uncertainty in 
the effect of baryonic physics on cluster statistics is 
subdominant as compared to other systematics, the 
picture is likely to change soon as the amount of high
quality data is growing fast, urging the community to 
keep theoretical systematic uncertainties below the 
evergrowing statistical precision. Therefore, we 
studied the effect of baryons on galaxy clusters, and 
their impact on the cosmological applications of 
clusters, using the Magneticum suite of cosmological 
hydrodynamical simulations. We show that the impact 
of baryons on the halo mass function f(σ,z) as defined 
in Figure 3 can be recast in terms on a variation of the 

Halos in Magneticum: Scaling Relations, Mass, Bias and Concentration

mass σ of the halos simulated with pure Nbody, when 
baryonic effects are included. The halo mass function 
and halo bias are only indirectly affected. Finally, we 
demonstrate that neglecting baryonic effects on halos 
mass function and bias would significantly alter the 
inference of cosmological parameters from high
sensitivity nextgenerations surveys of galaxy clusters. 
For more details, see [3].
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Figure 3: Confidence regions for the 200m bestfit parameters of f(σ,z) for the 
DMO (blue) and Hydro (red) Magneticum simulations. The bestfit parameters 
for 200m and 200c are presented in the Table. Taken from [3].

Figure 2: Massconcentration plane of our simulations C1–C15 (black solid 
lines) and observations as labeled. Taken from [2].
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SuperCAST: Simulating the Universe

Introduction

It is now well accepted that the observed structure of 
our universe is best reproduced in the presence of 
cold dark matter and dark energy, within the 
framework of LCDM cosmology, in which structures 
form in a hierarchical bottom up fashion. In such 
hierarchical picture of structure formation, small 
objects collapse first and then merge in a complex 
manner to form larger and larger structures. 
Astronomical instruments nowadays have opened the 
socalled era of precision cosmology, in which we 
need to understand the formation of structures in the 
universe with high precision, e.g. it requires that we 
understand the complex, nongravitational, physical 
processes which determine the evolution of the 
cosmic baryons. The evolution of each of the 
underlying building blocks—where the baryons fall into 
the potential well of the underlying dark matter 
distribution, cool, and finally condense to form stars—
within the hierarchical formation scenario will 
contribute to the state and composition of the inter
galactic and intracluster media (IGM and ICM, 
respectively), and is responsible for energy and metal 
feedback, magnetic fields, and highenergy particles. 
Depending on their origin, these components will be 
blown out by jets, winds or ram pressure effects, and 
finally mix with the surrounding IGM/ICM. Some of 
these effects will be naturally followed within 
hydrodynamic simulations (like ram pressure effects), 
others have to be included in simulations via effective 
models (like star formation and related feedback and 
chemical enrichment by supernovae). Further 
components like black holes and their related AGN 
feedback need additional modeling of their formation 
and evolution processes, and must also be self 
consistently coupled with the hydrodynamics.

SuperCAST

Research in the Computational Astrophysics Group 
(CAST) at the University Observatory Munich ranges 
from the theoretical investigation of star formation to 
studies of processes on cosmological scales. The 
focus especially lies on the interplay between 
feedback processes, AGN and galaxy evolution and 
their imprint on the intergalactic medium (IGM) or inter 

cluster medium (ICM). It is now clear that smallscale 
processes like the condensation of molecular clouds 
into stars, magnetic fields and the details of heat 
transport as well as largescale processes like gas 
infall from the cosmic web into galaxies are intimately 
coupled and have to be investigated in a concerted 
effort. The various projects from the last approval 
period cover a link between the various scales and 
contribute to our understanding of crucial interplay 
between the formation and evolution of central black 
holes and galaxies [1], magnetic fields and evolution 
of galaxies [2] and internal processed of galaxy 
clusters and the ICM [3], as well as the large scale 
structures in the universe. It also drives the continuous 
effort to develop and apply new numerical methods 
and the next generation of multiscale codes within the 
framework of numerical astrophysics within our group 
of students [4], PhDs, and young PostDocs.

Rise and fall of poststarburst galaxies

Poststarburst galaxies (PSBs) belong to a shortlived 
transition population between starforming and 
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Figure 1: Structure of the velocity field within the simulated galaxy for t = 2.5 
Gyr, when the outflow is present. We see that the gas is moving in zdirection 
and falls back at later times in the outer part of the galactic disk. Taken from 
[2].



quiescent galaxies and are found in all environments 
and at all redshifts. Deciphering their heavily 
discussed evolutionary pathways is paramount to 
understanding the processes that drive galaxy 
evolution in general. We aim to determine the 
dominant mechanisms governing PSB galaxy 
evolution in both the field and in galaxy clusters. To 
understand the different physical processes involved 
in PSB galaxy evolution, we analyse the cosmological 
hydrodynamical simulation suite Magneticum 
Pathfinder. At z ~ 0, we identify and study a set of 
647 PSBs with stellar masses M* > 5∙1010M

⊙
, in 

comparison to a quiescent and a starforming control 
sample. We track the galactic evolution, merger 
history, and black holes of PSBs and control samples 
over a timespan of 3.6Gyr. Additionally, we study 
cluster PSBs identified at different redshifts and cluster 
masses. Independent of environment and redshift, we 
find that PSBs, similar to the starforming control 
sample, have frequent mergers. At z = 0 89% of PSBs 
have experienced at least one merger, and 65% even 
had a major merger event within the last 2.5Gyr, 
leading to episodes of strong star formation. In fact, 
23% of z = 0 PSBs were rejuvenated during their 
starburst. After the mergers, field PSBs are generally 
shutdown via a strong increase in AGN feedback. 
Furthermore, we find agreement with observations for 
both stellar mass functions and z = 0.9 lineofsight 
phase space distributions of galaxy cluster PSBs. 
Finally, we find that z ≤ 0.5 cluster PSBs are 
predominantly infalling, especially in high mass 
clusters and show no signs of enhanced AGN activity. 
Thus, we conclude that the majority of cluster PSBs 
are shutdown via an environmental quenching 
mechanism such as rampressure stripping. For more 
details see [1].

Origin of magnetic driven winds

We investigate the buildup of the galactic dynamo 
and subsequently the origin of a magnetic driven 
outflow. We use a setup of an isolated disc galaxy 
with a realistic circumgalactic medium (CGM). We find 
good agreement of the galactic dynamo with 
theoretical and observational predictions from the 
radial and toroidal components of the magnetic field as 
function of radius and disc scale height. We find 
several field reversals indicating dipole structure at 
early times and quadrupole structure at late times. 
Together with the magnetic pitch angle and the 
dynamo control parameters R

α
, Rω, and D, we present 

strong evidence for an α2Ω dynamo. The formation of 
a bar in the centre leads to further amplification of the 
magnetic field via adiabatic compression which 
subsequently drives an outflow. Due to the Parker 
instability the magnetic field lines rise to the edge of 
the disc, break out, and expand freely in the CGM 
driven by the magnetic pressure. Finally, we 
investigate the correlation between magnetic field and 
star formation rate. Globally, we find that the magnetic 
field is increasing as function of the star formation rate 
surface density with a slope between 0.3 and 0.45 in 
good agreement with predictions from theory and 
observations. Locally, we find that the magnetic field 
can decrease while star formation increases. We find 
that this effect is correlated with the diffusion of 
magnetic field from the spiral arms to the interarm 
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regions which we explicitly include by solving the 
induction equation and accounting for nonlinear 
terms. For more details see [2].

Colliding shocks in galaxy clusters

Several types/classes of shocks naturally arise during 
formation and evolution of galaxy clusters. One such 
class is represented by accretion shocks, associated 
with deceleration of infalling baryons. Such shocks, 
characterized by a very high Mach number, are 
present even in 1D models of cluster evolution. 
Another class is composed of 'runaway merger 
shocks', which appear when a merger shock, driven 
by a sufficiently massive infalling subcluster, 
propagates away from the maincluster centre. We 
argue that, when the merger shock overtakes the 
accretion shock, a new longliving shock is formed that 
propagates to large distances from the main cluster 
(well beyond its virial radius), affecting the cold gas 
around the cluster. We refer to these structures as 
Mergeraccelerated Accretion shocks (MAshocks) in 
this paper. We show examples of such MAshocks in 
onedimensional (1D) and threedimensional (3D) 
simulations and discuss their characteristic properties. 
In particular, (1) MAshocks shape the boundary 
separating the hot intracluster medium (ICM) from the 
unshocked gas, giving this boundary a 'flowerlike' 
morphology. In 3D, MAshocks occupy space between 
the dense accreting filaments. (2) Evolution of MA
shocks highly depends on the Mach number of the 
runaway merger shock and the mass accretion rate 
parameter of the cluster. (3) MAshocks may lead to 
the misalignment of the ICM boundary and the 
splashback radius. For more details see [3].
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Figure 2: Gasentropy slice of a galaxy cluster from the cosmological 
simulation at redshift z = 0. The black solid lines and the white line compare 
the MAshocks and the shock radius formed in our special 1D simulation. 
Taken from [3].
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Simulating the formation, evolution, and merging 

of molecular clouds

Introduction

In our research we investigate the formation and 
evolution of molecular clouds by means of high
resolution zoomin simulations of stratified galactic 
disks. The simulations are a followup of the work 
performed in the LargeScale Gauss Project pr45si 
carried out on the general purpose supercomputer 
SuperMUC, where the longterm evolution of different 
galactic disks was modeled with significantly lower 
spatial resolution [1,2]. By zooming in with a smart 
adaptive mesh refinement technique, we center on 
individual molecular clouds while these are forming 
and evolving within a realistic environment. We thus 
can explore the impact of e.g. supernova explosions 
or stellar radiation on the clouds. In particular we are 
interested in the chemical evolution of the clouds as 
well as the internal dynamics and structure.

Results and Methods

In our work we have so far performed a number of 
simulations on SuperMUC Phase 2 and SuperMUC
NG. Each of the simulations required a computational 
time of a about 12 Mio. core hours with a simulta
neous use of up to 1,000 cores per simulation. A few 
hundreds of files were produce for each simulation 
requiring a disk space of about 20 TB in total. The 
simulations are performed with the hydrodynamics 
code FLASH [3], written in Fortran 90. The code 
solves the 3dimensional, discretized magnetohydro
dynamical equations on a Cartesian grid. Making use 
of the adaptivemeshrefinement (AMR) technique, 
only those regions which are of particular interest for 
us are resolved with the highest possible spatial 
resolution whereas other regions of minor interest are 
resolved more coarsely. This significantly reduces the 
number of calculations to be performed and hence the 
computational time required, thus allowing us to 
perform the simulations over long physical timescales. 
Furthermore, we use a chemical network designed for 
astrophysical problems which allows us to model the 
formation of molecular hydrogen and CO, and non
equilibrium cooling and heating effects.

Initial conditions
The simulations we carry out follow the evolution of 
the multiphase ISM in a (500 pc) × (500 pc) ×
(± 5 kpc) region of a galactic disk, with a gas surface 
density of 10 Msun/pc2. We include an external 
potential, selfgravity, magnetic fields, heating and 
radiative cooling, as well as timedependent chemistry. 
We explore SN explosions at different rates in located 
either in highdensity regions, in random locations, in a 
combination of both, or clustered in space and time. 
We select regions from these runs where we know 
that molecular clouds are forming and then start to 
zoomin [4]. This allow us to follow the evolution of 
molecular clouds with a significantly higher spatial 
resolution of 0.06 pc.

The structure of molecular clouds
We follow the evolution of individual molecular clouds 
over a time span of a few Myr. In Fig. 1, we show that 
molecular clouds possess an extremely complicated 
structure, revealing a highly fragmented and filamen
tary shape. It appears also that the individual clouds 
show large morphological differences between each 
other. In particular, we can show that the presence of 
magnetic fields tends to make molecular clouds more 
fluffy with less dense material. Magnetic fields also 
tend to delay the formation of massive stars.

The impact of stellar radiation
We continue to simulate the evolution of the molecular 
clouds following the formation of massive stars in them 
in order to investigate in detail the effect of stellar 
radiative feedback on the clouds [5]. In Fig. 2, we 
show the column density of two clouds effect by this 
feedback process. We find that although both clouds 
are comparable in total mass, size, the fraction of 
molecular H2, and the velocity dispersion, the cloud in 
the bottom row if Fig. 2 is significantly more affected 
by the feedback and almost completely dispersed 
during the formation process of the first massive stars. 
We can show that this is due to the different sub
structure in the two molecular clouds, the cloud being 
affected more by the stellar radiation has less dense 
gas which in turn is well shielded from the radiation. 
This allows the radiation to penetrate deeper into the 
cloud and dissociated H2 molecules leading eventually 
to the disruption of the cloud.
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Ongoing Research / Outlook

For our future research, we intend to study the 
evolution of further molecular clouds. In particular, we 
will focus on the evolution of molecular clouds under 
different environmental conditions like e.g. present in 
the early universe of in our Galactic Center close to 
the central black hole. This will require further large 
amounts of computing power in the future.
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Figure 2: Column density of two different molecular clouds (top and bottom) 
comparing the effect of stellar radiative feedback (right column) to a case 
without stellar radiative feedback (left column). The symbols indicate the 
position of massive stars. Stellar feedback significantly alters the substructure 
of molecular clouds by blowing apart the densest structures.

Figure 1: 3D representation of a molecular cloud modelled in the project 
pr94du. The reddish material represent the dense, filamentary gas, whereas 
the bluish material presents dilute and hot gas of nearby supernova 
remnants.
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Environmental Simulations of the Local Group

Introduction

The neighborhood in the immediate cosmological 
vicinity of the Milky Way is known as the “NearField”. 
Its main galaxies are the Milky WayAndromeda pair, 
accompanied by an entourage of smaller galaxies 
including the Large and Small Magellanic Cloud, the 
Triangulum galaxy (M33) and a flock of low luminosity 
dwarfs. Beyond ~3 Mpc, there are a few similarly sized 
large galaxies (e.g Centaurus A, M83, M81, etc). At 
around 15 Mpc, the Virgo galaxy cluster dominates the 
scene. A dark matter filament detected by the coherent 
motion of galaxies stretches from us to Virgo. The 
entire structure described above is confined to the 
supergalactic plane, which is itself abutted by the 
Local Void On even larger scales, the Virgo cluster 
and the entire local volume forms part of the local 
super cluster, Laniakea, which is itself embedded in 
the “Cosmic Web”. Our near field is the bestobserved 
region of the universe. As such it is the most interest
ing to study, to understand and to try and simulate. 

The issue at stake here is of a Copernican nature. To 
what extent the Local Group (LG) is fair representative 
of objects of its kind, and thereby to what extent its 
observed properties represent LGlike objects at large. 
This where constrained simulations of the LG are 
making the difference—by controlling both the actual 
local environment and by experimenting with the 
physics of galaxy formation, on the computer. 

Cosmological structure formation is a highly nonlinear 
process that obeys the complex (yet well understood) 
physics of multibody gravitational dynamics combined 

with the multiscale and more complicated behavior of 
the baryons. Since these processes are essentially 
intractable analytically, numerical simulation, starting 
from initial conditions defined by the cosmological 
concordance model, is the preferred method of inquiry. 
Yet, the ability of numerical methods to simulate 
baryons from first principles is limited. One of the most 
important processes—star formation—cannot be simu
lated in a cosmological context for two reasons: the 
dynamical range is too high to handle and we still 
understand little of star formation since it is a funda
mentally hidden process occurring deep inside dust 
laden giant molecular clouds that are impermeable to 
most wavelengths. Furthermore the life cycle of 
baryons is immensely complicated and involves pro
cess of heating, cooling, stellar evolution and stellar 
interactions, phase transitions and a variety of astro
physical winds. In cosmological simulations this pro
cess is thus modeled in a phenomenological way. 
Despite their limitations, numerical simulators have 
risen to the challenge and a number of codes and 
techniques have been created to cosmologically 
model baryon physics with great success. Simulators 
have succeeded in creating galaxies in a computer 
that match many properties to those observed in the 
heavens

Results and Methods

Our program seeks to use measurements of the local 
peculiar velocity field (obtained by comparing “stan
dard candle” distance measures with redshifts) to 
obtain z = 0 cosmographic maps from which initial 
conditions for cosmological simulations can be 
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constructed. The technique of such constrained 
realizations was first suggested by Hoffman & Ribak 
(1991) and has been used before to successfully 
reproduce LGs analogues in the correct environment 
(e.g. Libeskind et al 2010). Simply put, given a data 
set and a prior model (e.g. LCDM with Gaussian 
fluctuations) which specifies a covariance matrix of the 
field that is to be reconstructed, the Wiener Filter 
seeks a linear minimum variance solution. In the linear 
regime (~3 Mpc) the velocity and density fields are 
related by a simple convolution. Thus reconstructing 
the density field from the observed velocity field 
requires a deconvolution in the presence of noise (see 
Zaroubi, Hoffman & Dekel 1999). Obscured or 
incomplete regions can be handled, although the 
reconstructed Wiener Filter density field tends to zero 
(the mean) at the survey’s limits, where the number of 
constraints goes to zero. The observed (linear) 
velocity field (reconstructed with a Wiener Filter) is 
translated into a linear Zeldovich displacement field 
which can be reversed in time. This “reversed 
Zeldovich approximation” (Doumler et al 2012) 
combined with the Wiener Filter and Constrained 
Realization technique has already proved its ability to 
produce ICs that are fit to task (see Sorce et al 2014).

Applying this method to the CosmicFlows catalogue of 
peculiar velocities returns initial conditions that result 
in a density and velocity field that looks very similar to 
the near field. We then embark on a process of 
running these initial conditions at increasing resolution 
in order to hone in on the best and highest resolution 
runs possible. The simulation set up is always the 
same: a periodic box is filled with particles. In the 
center of this box exists a spherical region filled with 
many more particles of higher resolution (lower mass) 
embedded in a low resolution background. We refer to 
the resolution of the simulation as the number of 
particles in the high resolution region, if they spanned 
the whole box. 

Environmental Simulations of the Local Group

The process commences with around 1000 low 
resolution dark matter only (Nbody) simulations, set 
up as described in the previous paragraph with an 
effective resolution of 5123 particles. The z = 0 
snapshot is then analysed and the cosmographically 
successful simulations identified. The ICs are then 
regenerated with a higher resolution of 4,0963 effective 
particles. Small scale power is added randomly by 
sampling the ΛCDM power spectrum at the 
appropriate scales. These ICs are then run with full 
hydrodynamics.  Gas cells are added by splitting each 
DM particle into a DMgas cell pair with a mass 
determined by the cosmic baryon fraction. The pair is 
separated by a distance equal to half the mean inter
particle separation. The centre of mass and its velocity 
is left unchanged. In order to go to even higher 
resolution only three ICs are selected (owing to the 
high computational cost). The high resolution region is 
then populated with 8,1923 effective particles and run 
with gasdynamics and galaxy formation. 

In Table 1 and 2 we provide some information on the 
data produced and computational resources used in 
the project. The Dark matter only simulations – used to 
check the fidelity of the cosmographic landscape 
before hydrodynamic simulation, are orders of magni
tude cheaper and smaller.

The result of the procedure is a set of 13 intermediate 
and 3 high resolution cosmological magnetohydrody
namical simulation of the LG within the dynamical 
environment as described by measurements of the 
peculiar velocity field. The Virgo cluster is reproduced 
in the correct location and at the correct distance as is 
a void region analogous to the Local Void. A 
filamentary structure, abutted by the simulated Local 
Void and stretched from the LG to the Virgo cluster is 
also reproduced. Within this environment, pairs of 
galaxies are found at roughly the correct distance from 
each other and from Virgo, with roughly the correct 
mass and mass ratio, negative relative velocity, and 
with cold gas discs.
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Figure 1: The large scale environment, including the Virgo clster, the local Void and the local filament is accurately reproduced in these simulations (left). The gas 
distribution in the Local Group shows two disc galaxies (middle panel. The stellar component of these galaxies can be viewed in a mock Hubble Spac Telescope 
image of the Milky Way and the Andromeda galaxies (right).
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The simulated rotation curves of the LG analogs are in 
rough agreement with the observations. Dwarf galax
ies, as well as galactic disc features (such as bars, 
spiral arms, etc) are resolved. The satellite galaxies 
have similar stellar mass distributions and radial 
concentration as observed. The Hestia runs also pro
duce large Magellanic cloud and M33 like objects. The 
present HESTIA simulations successfully reproduce 
many of the observed features of the local universe on 
scales ranging from the 1014 Mּס Virgo cluster more 
than 10 Mpc away, the local filament (within which the 
LG resides) on the scale of a few Mpc, the interLG 
subMpc scale and all the way down to subvirial 
scales within the MW and M31 galaxies. The large 
scales are strongly constrained by the CF2 velocity 
data and are robustly reproduced by the simulations. 
Going down to smaller and smaller scales, the con
straining power of the data diminishes and the vari
ance within the different realizations increases. The 
conclusion from this work is that the wide range of LG 
properties reported here—including the inner structure 
of the MW and M31, stellar and light distribution, 
distribution of satellites, environment—is reproduced 
within the constrained variance. Some of these 
properties are reproduced by some of the galaxies  
not necessarily all of them. 

Ongoing Research / Outlook

Our stratagem for simulating the LG opens the door to 
further studies on the nature of the LG and its 
formation. Three immediate routes are to be pursued: 
the increase of the ensemble of constrained simula
tions (thereby studying the statistical significance of 
our results); the increase of resolution (thereby study
ing the numerical robustness of the results); and 
experiments with the model of galaxy formation 
physics. These will enable a better understanding the 
physics of galaxy formation and to address the 
Copernican issue regarding our role in the universe. 
We intend to apply for more computing time in order to 
pursue higher resolution simulations.

The greatest limitation in pursuing this project was 
undoubtedly the extremely long queue times. We 
needed dozens of 48 hours periods per run. Often it 
took excessively long to get off the queue meaning 
that to be able to use the allotted time and to complete 
the project became a real challenge.
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Cracking the Convective Conundrum

Introduction

The envelopes of stars such as the Sun are 
convectively unstable such that fluid motions transport 
the energy in these regions. These motions are highly 
turbulent by virtue of the relatively low viscosity and 
the immense spatial scales involved. The stellar matter 
is also  electrically conductive. In addition, most stars 
rotate and the fluid is strongly density stratified. For 
example, in the Sun  the pressure scale height 
increases from 100 km near the surface to about 
50,000 km at the base of the convection zone at 0.7 
solar radius. The combination of turbulence, rotation, 
and stratification are conducive to dynamo action, 
such that fluid motions maintain dynamically important 
magnetic fields.

Recent observational and numerical results suggest 
that the convective velocities in simulations are 
consistently larger than those in the Sun. This has 
been  found from comparisons of simulation data to 
helioseismic results which rely on the imprints of 
interior flows on sound waves in the Sun. Furthermore, 
global simulations with solar luminosity and rotation 

rate typically produce largescale differential rotation 
where the equatorial regions rotate slower than the 
poles or socalled antisolar differential rotation. This is 
opposite to what is observed in the Sun where the 
equator rotates faster than the poles (solarlike 
differential rotation). The sense of the differential 
rotation depends on the rotational influence on the 
flow which is measured by the ratio of convective 
turnover time and rotation period or the Rossby 
number. Antisolar  (solarlike) differential rotation is 
expected for Rossby number roughly greater (smaller) 
than unity. The Sun is relatively close to this transition 
but simulations consistently land on the antisolar 
regime, indicative of too  fast convective flows.

In the current project a new dynamical recipe for 
radiative diffusion using Kramers opacity law was 
used. The Kramers opacity law leads to a smooth 
transition between convective and radiative layers and 
practically always produces an intermediate layer 
(Deardorff zone), where the stratification is 
convectively stable according to the Schwarzschild 
criterion but still convective with a positive convective 
energy flux. In such layers, a nonlocal nongradient 
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Figure 1: Flows in a low (2883 grid, left) and high (1,1523, right) resolution Cartesian simulations of overshooting convection [2].



contribution, discovered by James Deardorff in the 
1960s, is dominant in the convective transport. The 
main goal of the project was to study the effects of 
Kramers opacity law on the properties of convective 
overshooting, differential rotation, and dynamos in 
simulations of stellar convection.

Results and Methods

Fully compressible Cartesian and spherical wedge 
simulations of stellar convection were made with the 
Pencil Code [1]. The Pencil Code is a highorder finite
difference code written in Fortran 95/2003 for solving 
ordinary and partial differential equations. The code is 
parallelized with MPI and domain decomposition. The 
main application area of the code is astrophysical 
magnetohydrodynamics (MHD) but it has been used in 
a wide variety of physics applications such as 
turbulent combustion, planet formation, and 
gravitational waves.

The hydrodynamic Cartesian simulations [2] consisted 
of a convectively unstable layer on top of a stably 
stratified radiative layer. The main target was to study 
the dependence of convective overshooting on the 

energy flux (luminosity) of the star. Using a realistic 
luminosity in fully compressible simulations of deep 
stellar convection is infeasible due to the prohibitively 
long thermal equilibration timescale. Instead, a range 
of higher normalized fluxes  n were probed. Such 
simulations yield a powerlaw dependence for the 
normalized overshooting depth dos/Hp, where Hp is the 
pressure scale height. For the most realistic cases 
with Kramers’ opacity, dos is proportional to   n

0.08 
(black, gray, and blue lines in Figure 2). This is much 
shallower than earlier numerical estimates (~  n

0.3). 
Extrapolating to the solar luminosity (  n ≈ 1011) 
suggests an overshooting depth of the order of 0.1 Hp 
or about 5,000km. Furthermore, the difference to the 
earlier studies can be explained by a difference in the 
Prandtl number regimes in the respective studies. In 
the simulations in [2], up to 40% of the convectively 
mixed layer was formally stably stratified (Deardorff 
and overshoot zones). The bulk of the simulations in 
[2] used a modest resolution of 2883 grid points with 
288 cores. However, due to the long thermal satura
tion timescales, several simulations required up to two 
months wallclock time. 

Furthermore, of the order of a hundred low resolution 
(2883) simulations were made along with subsets a 
number of runs at 5763 (576 cores) and 1,1523 grid 
points (2,304 cores) to verify the validity of the low 
resolution models.

Spherical wedge simulations (Figure 3) were used to 
probe the effects of Kramers opacity in a more realistic 
geometry [3,4]. These were the first (semi)global 
simulations where the dynamically adapting Kramers 
opacity is used. The main result of [3] was that 
although the simulations developed a Deardorff layer, 
it was much thinner than in the Cartesian cases which 
is due to the strong rotation and less supercritical 
convection in the spherical cases. Furthermore, the 
issue regarding the convective velocity amplitudes is 
essentially unaffected in these simulations. That is, to 
achieve a solarlike rotation profile, the rotation rate of 
the star has to be at roughly twice the actual solar 
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Figure 2: Normalized overshooting depth dos as a function of normalized 
energy flux     n [2].

Figure 3: Flows in representative nonrotating (left), rotating (middle) and rotating MHD (right) simulations of stellar convection in spherical wedge geometry [3].
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rotation rate. The MHD cases lead to selfconsistent 
dynamo action and largescale magnetic fields. Solar
like cyclic dynamo solutions, where the largescale 
magnetic fields migrate from midlatitudes toward the 
equator in the course of the cycle, are achieved in a 
narrow parameter regime (Figure 4). However, the 
magnetic cycle period in these simulations is roughly 
3.5 years instead of 22 years as in the Sun. In a 
subsequent publication [4], the effects of several 
modeling choices such as boundary conditions were 
studied. We found that while the magnetic boundary 
conditions and the centrifugal force have only a minor 
influence, the results are sensitive to thermal boundary 
conditions. These preliminary spherical wedge simula
tions were mostly computed at a modest resolution of 
144x288x144 grid points with 144 cores. However, the 
integration times were of the order of 30 days per run. 
Higher resolution spherical wedge simulations in more 
realistic parameter regimes will be presented in follow
up work which is currently in preparation. The project 
used in total 35 M core hours and 55 TB of disk space.

Ongoing Research / Outlook

The SuperMUCNG resources were crucial for the 
completion of the studies discussed above. The large
scale projects in SuperMUCNG dedicate targeted 
resources to endeavors tackling highly challenging 
physics problems. Our project did not face serious 
challenges.  The project continues currently on 
SuperMUCNG with a new allocation of 30 M core 
hours granted in March 2020. The current simulations 
continue to probe the fundamentals of turbulent 
convection with higher resolutions and with a particular 
emphasis on astrophysically more relevant low 
Prandtl number regime.
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From 3D Progenitors to 3D Supernova Explosions 

Including Muon Physics

Introduction

After millions of years of stable evolution, the life of a 
massive star is abruptly terminated by a spectacular 
event that outshines the light of billions of stars for 
weeks and is called corecollapse supernova (CCSN). 
Such events are triggered when the core of the star, 
which consists mostly of iron, becomes gravitationally 
unstable and collapses to a neutron star within less 
than a second. The sudden halt of the implosion at the 
moment when the neutron star begins to form, which 
is called “core bounce”, creates a shock wave that 
ultimately expels the overlying stellar layers in the 
supernova explosion. 

Neutron stars are among the most extraordinary 
objects in the Universe. With the diameter of a city like 
Munich they contain more mass than our Sun, 
compressed to densities higher than that of atomic 
nuclei. They start out as extremely hot objects with 
temperatures up to nearly 1000 billion Kelvin and emit 
huge numbers of neutrinos. These weakly interacting 
elementary particles carry away the gravitational 
binding energy that is released in the catastrophic 
collapse of the stellar core, 100 times more energy 
than is set free by the star’s explosion, and 10,000 
times more energy than is radiated in the splendidly 
brilliant light of the supernova.

Enormous progress has been achieved over the past 
five years in our understanding of the physical 
mechanism that reverses the catastrophic collapse of 
the stellar core to the powerful supernova blast. 
Neutrinos have now been established as the crucial 
agent that transfers the power to the supernova blast, 
thus confirming a 50 year old hypothesis of a 
“neutrinodriven mechanism” first outlined in a paper 
by Colgate and White in 1966. 

This breakthrough became possible because of 
decisive advances on three fronts simultaneously. 
First, neutrino interactions in highdensity media, 
thermodynamic properties of hot nuclear matter, and 

hydrodynamic phenomena such as convective 
transport, shockwave instabilities, and turbulence,  all 
of them playing a crucial role in the newborn neutron 
star and starting explosion, have been explored in 
great depth. Second, computationally efficient and 
accurate numerical tools have been developed to 
solve the coupled system of hydrodynamics solver 
and energydependent neutrino transport in three 
spatial dimensions (3D) and with the modern 
microphysics taken into account. And, third, massively 
parallel supercomputers have become available to 
apply these tools to fullscale, selfconsistent 3D 
supernova simulations. 

Because of access to SuperMUC at LRZ, the CCSN 
group at MPA Garching was worldwide first to 
demonstrate the viability of the neutrinodriven 
mechanism with modern 3D models in 2015 [1]. After 
this confirmation in principle, the focus has now shifted 
to better qualitative and quantitative insights into the 
role of the initial conditions in the progenitor star, the 
spatial resolution of the numerical models, and so far 
disregarded aspects of the relevant physics. 

Results and Methods

In the course of this project the MPA group has taken 
two major steps towards more realism of CCSN 
modeling. First, we have started to compute initial 
conditions of progenitor stars in 3D, simulating the 
latest stages of convective oxygenshell burning over 
periods of several minutes prior to ironcore collapse. 
This creates a highly asymmetric distribution of the 
chemical elements (in this case of O, Ne, Si) with 
largescale fluctuations of density and velocity in the 
stellar layers surrounding the iron core (Figure 1), 
replacing the traditionally employed spherically 
symmetric (1D) precollapse conditions provided from 
stellar evolution modeling. Second, we have included, 
for the first time and uniquely, the effects of muons in 
the thermodynamical description of the neutronstar 
plasma as well as neutrinomuon interactions in the 
neutrino transport. Muons are about 200 times heavier 
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Figure 2: Early stages of neutrinodriven explosions of a 19 solarmass star 
for two different theories of the nuclear plasma in the hot neutron star (top for 
LS220 and bottom for SFHo, each for a common evolution time). Simulations 
with 4degree angular resolution (left) are compared with 2degree 
simulations (middle), both without muon physics, and 4degree simulations 
with muons (right) [3].

Figure 1: 3D geometry of silicon in the convectively burning oxygenneon 
shell of a 19 solarmass star, defining the initial condition for the stellar core 
collapse. The isosurface corresponds to a silicon mass fraction of 10% and 
results from 7 minutes of 3D evolution.  Color coding denotes radial 
convective velocities [2].



than electrons (105.66 MeV), for which reason they 
had been thought to be created in insufficient numbers 
to have any influence on supernovae. To take the 
corresponding physics into account, our Vertex 
neutrino transport code had to be generalized for a 6
species treatment with couplings between neutrinos 
and antineutrinos of the three lepton flavors across the 
whole energymomentum space. This generalization 
increases the computational demand of the anyway 
expensive neutrino physics by another 30–50%. 

In addition to studying these two novel aspects 
connected to the 3D progenitor structure and 
microphysics in hot, newborn neutron stars, we also 
performed corresponding 3D simulations with different 
angular resolutions for convergence tests: Besides 2
degree models as our default, we compared to 4
degree runs (Figure 2) and, without the expensive 
muon physics, also 1degree runs. Our set of 16 
simulations was done on 16800, 4992, and 27,072 
cores, respectively, consumed about 190 million core 
hours over 3 years, and delivered roughly 3 PB of 
archived data for the science results.

Our findings contradict the traditional thinking that 
muons do not play a role. Temperature and electron 
degeneracy (scaling with the high density) in the 
neutron star interior become so huge that muons can 
be formed in neutrinoelectron reactions and thermal 
processes. Their appearance converts internal energy 
to restmass energy, which does not contribute to the 
pressure. Therefore this socalled muonization 
process leads to a faster contraction of the hot neutron 
star, boosting the neutrino emission and thus the 
energy transfer to the supernova shock, strengthening 
the neutrinodriven mechanism. This accelerates the 
onset of the explosion and leads to a faster increase 
of the explosion energy (Figure 3).

We found that muon effects thus overcompensate the 
negative consequences of lower resolution, which 
tends to damp the growth of hydrodynamic instabilities 
(convection and turbulence) in the volume behind the 
shock due to enhanced numerical viscosity. Since 
these instabilities support the neutrino mechanism, the 

damping influence of numerical viscosity can delay the 
onset of the explosion (Figure 3). 

None of our simulations that were started from the 1D 
progenitor model ended in a successful supernova 
explosion. This clearly emphasizes that more realistic 
3D initial conditions, constructed by our own 3D 
simulations of convective oxygenshell burning, are a 
crucial ingredient, because the largeamplitude and 
largescale asymmetries in the precollapse star 
stimulate stronger postshock flows when falling 
through the shock.

Ongoing Research / Outlook

Two papers with results have been finished [2,3], but 
the analysis of the wealth of data is still ongoing and 
further publications will follow, specifically for the muon 
and resolution effects. Unfortunately, the 1degree 
models (both without muons) were too expensive to 
be continued beyond about 0.3 seconds after neutron
star formation. More computer time is needed to cover 
longer evolution periods with these 1degree 
simulations, which also could not yet include our 
unique muon physics. SuperMUCNG will be 
indispensable for this spearheading research.
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Figure 3: Development of the neutrinodriven explosions of a 19 solarmass star (with the SFHo nuclear plasma model), visualized by the time evolution of the 
average shock radii (left) and diagnostic explosion energies (right). “L” denotes 4degree and “M” 2degree models, and suffix “m–” means without muons, 
“m+” with muons.
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Astrophysics

Towards Energy Saturation in 3D CoreCollapse 

Supernova Simulations

Introduction

This project explores the fundamental physical 
processes that cause and accompany the violent 
death of stars with at least nine times the mass of our 
Sun in socalled corecollapse supernova explosions 
[1]. Of particular interest are predictions of measurable 
signals such as neutrinos (elementary particles that 
interact with matter by the weak force) and 
gravitational waves (spacetime perturbations caused 
by asymmetric acceleration of masses). Both are 
emitted from the center of the explosion and can yield 
direct information of the processes there. Another 
aspect of great interest is the explanation of observed 
properties of supernovae and their gaseous and 
compact remnants, i.e., of neutron stars and black 
holes that are formed when the stellar iron cores 
collapse before the supernova blast expels the rest of 
the star into the circumstellar space. Moreover, the 
consequences of supernovae in our Universe are in 
the focus of intense research, for example connected 
to their ejection of lifeenabling chemical elements 
such as carbon, oxygen, silicon, and iron, which are 
either forged by nuclear reactions over millions of 
years in those stars that finally explode, or which are 
freshly made by the supernova itself. 

To address these important and timely questions of 
stellar astrophysics, it is crucial to develop a most 
detailed understanding of the physical mechanism that 
causes the stellar explosion. To this end and for the 
theoretical study of all of the mentioned problems, the 
most powerful available supercomputers are needed, 
because the involved processes are extremely 
complex, enormously diverse,  and highly nonlinear. 
These processes involve, tightly coupled, the 
hydrodynamics and thermodynamics of the stellar 
plasma, neutrino interactions and transport, nuclear 
reactions, as well as strong gravity to be described by 
Einstein’s theory of general relativity. 

Results and Methods

With the support by computing resources on 
SuperMUC and SuperMUCNG of LRZ over the past 
years, the Garching team has achieved to 
demonstrate, for the first time with modern numerical 
methods and stateoftheart input physics, that 
energy transfer by neutrinos triggers the onset of the 
explosion and powers the supernova blast. Despite 
their weak interactions with matter, these particles are 
produced in huge numbers at the extreme densities 
(up to several times the density of atomic nuclei) and 
temperatures (up to nearly 1,000 billion Kelvin) in the 
newly formed neutron star. While 99 percent of the 
neutrinos escape within a few seconds and thus carry 
away the gravitational binding energy that is released 
in the collapse of the stellar iron core, the remaining 
one percent gets stuck by particle interactions behind 
the supernova shock wave and powers the supernova 
explosion.

In this project the goal was to explain the observed 
properties of well studied, nearby, young supernovae 
and their remnants by neutrinodriven explosions. In 
particular, we focused on the supernova that blew up 
in the year 1054 and gave birth to the Crab Nebula 
with its rapidly spinning neutron star (a socalled 
“pulsar”), and, as a second target of interest, on 
Supernova 1987A, which exploded only 33 years ago 
and whose neutron star has been detected recently. 
The former object is thought to originate from the 
death of a lowmass star of about 9 to 10 solar 
masses, the latter case is connected to a star of 15 to 
20 solar masses.

We therefore performed the first selfconsistent 3D 
simulations that followed the evolution of such stars 
from the onset of stellar core collapse, through the 
neutrinodriven expansion of the supernova shock, to 
the time when the explosion energy reached its 
terminal value. In the cases of 8.8, 9.0, and 9.6 solar
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Figure 1: 3D geometry of matter ejected by neutrinodriven supernovae of lowmass progenitor stars with 8.8 (top), 9.6 (middle) and 9.0 (bottom) times the mass 
of the Sun. The images display the spatial distribution of radioactive nickel56 that is produced during the explosion, at a few seconds just after the nickel 
production (left row), several minutes to hours later (middle row), and with the fully developed shape after some days [2].



mass stars, we continued until shock breakout from 
the stellar surface in order to determine the final 
asymmetry of the supernova and the final neutron star 
properties after the fallback of matter that does not 
become unbound in the explosion (Figure 1). In the 
case of a 19 solarmass star it took already more than 
7 seconds for the blastwave energy to saturate 
(Figure 2). Thus we could demonstrate, for the first 
time by selfconsistent models, that neutrinodriven 
explosions can explain the properties of the Crab 
supernova and its pulsar and of Supernova 1987A, 
i.e., their explosion energy, ejected mass of 
radioactive nickel, neutron star mass, kick velocity, 
and spin period [2,3].

Such simulations are a challenging problem, which 
could not be tackled before. On the one hand, 
because the explicit time step of the hydrodynamics 
solver is as small as some 10–7 seconds, which means 
that more than a million time steps are needed. On the 
other hand, following the growth of the energy requires 
the inclusion of the computationally even more 
demanding neutrino physics. The simulations 
employed our VertexPrometheus neutrino
hydrodynamics supernova code, which includes a 
modern shockcapturing hydrodynamics scheme 
based on the piecewise parabolic method (PPM) 
proposed by Colella and Woodward, and a two
moment raybyrayplus neutrino transport solver with 
Boltzmann closure. They became possible for several 
reasons. First, the code uses a hybrid OpenMP/MPI 
parallelisation model that allows perfect linear scaling 
for up to more than 200,000 cores, as demonstrated at 
a dedicated workshop, and it also uses rigorously 
optimized vectorization on SuperMUCNG. Second, 
the neutrino transport is timeimplicit with recently 
accelerated and improved convergence, numerical 
stability and accuracy, which now allows for time steps 
that are up to 100 times bigger than the 
hydrodynamics steps. Third,  for longtime runs over 
many seconds and beyond, a computationally cheaper 
neutrino scheme was implemented in the course of 
this project. It is based on data obtained from 1D 
neutrinocooling simulations of the nascent neutron 
star and allows for a seamless, basically transientfree 
continuation of the 3D explosion simulations (see 
appendix in [2]).

A typical supernova run was done with up to 1,000 
radial zones and 2degree angular resolution on 
16,800 cores (350 nodes), using several 10 million 
corehours. For convergence tests and varied 
microphysics inputs, also runs with 4degree and 1
degree resolution were performed on 4,992 and 
54,144 cores (1,128 nodes), respectively, but because 
of unacceptably frequent node failures only a 
maximum of 27,072 cores could be used in production 
runs. The two projects pn69ho and pr53yi involved 
research of three PhD students, consumed nearly 224 
million core hours over 3 years, delivered on the order 
of 10,000 files, needed up to 300 TB of continuous 
work storage, and produced about 3 PB of archived 
data for the science results.

Ongoing Research / Outlook

Data analysis of the results is still going on, also with 
collaborators, evaluating the outputs for the predicted 
neutrino and gravitationalwave signals, 
nucleosynthesis, as well as astrophysical implications 
such as supernova light curves and spectra. 
Moreover, the 19 solarmass model has still to be 
continued from 7 seconds to several days in order to 
track the fallback and development of the final 
explosion geometry. Since supernova progenitors are 
diverse, more simulations of the presented kind for 
different stars will be needed in the future for 
comparison with observed supernovae and remnants. 
SuperMUCNG will be indispensable for this forefront 
research.
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Figure 2: Development of the neutrinodriven explosion of a 19 solarmass star from the onset of the blast at 0.45 seconds (left), to 1.675 seconds (middle), and 
7.034 seconds (right) after the stellar collapse. At 7 seconds the energy of the explosion approaches its saturation value of 1044 Joule, explaining observed 
supernovae [3].
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Chemistry and Material Sciences

Role of quantum coherence in plasmoninduced 

hotcarrier dynamics

Introduction

A growing interest in the possible role of genuine 
quantum effects in the dynamics of complex systems 
is involving chemists, physicists and biologists over 
the last years. We focus on molecular 
nanoplasmonics, which studies the effects of a metal 
nanostructure on the electronic and optical properties 
close to it.

Plasmonenhanced catalysis is a “hot” research field 
which allows researchers to access new potentialities 
in chemical activity. The idea is to couple (large) 
nanostructures with wellknown plasmonic activity with 
(smaller) transitionmetal clusters which are already 
used as efficient catalysts in heterogeneous chemical 
processes.  These systems, called antennareactor 
complexes (Figure 1) show favorable selectivity 
compared with thermal processes. 

In this Project [1] we focused on rhodium 
nanostructures, as photocatalysts for the CO2 
hydrogenation reaction. Rhodium nanostructure plays 
the role of antenna and reactor at the same time. This 
process at atmospheric pressure presents two 
competing pathways: CO2 methanation (CO2 + 4H2 → 
CH4+ 2H2O) and reverse water gas shift (CO2 + H2 → 
CO + H2O). Recent experimental studies on Rh 
nanocubes demonstrate that mild illumination of the 
Rh nanostructures both reduces the activation 
energies of the CO2 hydrogenation reaction below 
thermal activation energies and leads to strong photo
selectivity favoring CH4 production through the 
methanation pathway [2]. Generation and injection of 
hot electrons from Rh to the molecule are considered 
as key steps to explain this plasmondriven 
selectivity.  

The fundamental question we want to answer is: does 
the interplay between (de)coherence and plasmonic 
effects play a role in ultrafast  plasmonenhanced or 
plasmoninduced processes? In order to realistically 
describe the dynamics of such a complex system, 
multiscale hybrid approaches are mandatory: a 

subsystem of interest is treated at quantum level 
(QM), while a classical but reliable description of the  
nanostructure is usually chosen. The grandchallenge 
here is to provide a multiscale model where the 
nanonostructure is treated with an approach 
computationally affordable (for nanostructures of tens 
of nm) yet accurate enough to describe electron or 
hole transfer to the molecule.  For Rh, the idea was to 
define a QM vertex of the nanocube, where the 
process takes place, together with CHO, which is the 
intermediate for both possible reactions (Figure 2).

Pragmatically speaking, the approach we have chosen 
for this Project is based on the use, as the QM region, 
of the molecule plus an affordable (a few tens of 
atoms) portion of the metal nanostructure, to be 
coupled with the rest of the nanostructure described 
classically. The QM cluster (plus the molecule) 
compared with the corresponding piece of the entire 
nanostructure suffers, in principle, by two main 
artifacts. The first artifact is given by  fictitious 
quantum size effects, related to the confinement of the 
electronic wavefunction within the cluster. These 
effects are appropriate for a real metal cluster, but they 
should not be there for the model cluster, as its 
electrons are actually delocalized all over the 
plasmonic nanostructure. The second one is the 
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Figure 1: Schematic representation of plasmoninduced hotelectron 
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Dephasing and relaxation effects are also given.
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creation of a timedependent polarization at the 
boundary between the QM and the classical part 
of the nanostructure upon application of an elec
tromagnetic field, that does not exist for the real 
(whole) nanostructure. How much these two ef
fects are important, which computational strate
gies can be used to mitigate them and whether 
they can be decreased enough to obtain useful 
calculations are open problems we have  
investigated here. 

Results and Methods

The theoretical framework is given by multiscale hybrid 
methods. In terms of the QM method for the electronic 
excited states of the small subsystem, we have used 
DFT/TDDFT and the accurate BetheSalpeter equa
tion (BSE), developed within the manybody perturba
tion theory. It provides a correlated description of elec
tronic excitations, giving a picture of the electronic 
coupling at the molecule/nanocube interface with a 
quality higher than that of DFT/TDDFT, and compa
rable to highlevel quantumchemistry methods. At the 
same time the BSE approach is more computationally 
affordable than highlevel quantumchemistry ap
proaches. 

As reported in the Introduction, the Rh vertex and the 
CHO intermediate species are treated at quantum 
level, using TDDFT or BSE approaches. Rh nano
structure is classically represented as a continuum 
with a frequencydependent dielectric function.  

In order to include effects of the surrounding environ
ment,  we use the stochastic Schrödinger equation 
(SSE) [34], in the Markov limit. SSE is at the core of 
the present project, allowing us to include (quantum) 
effects of the environment, as dephasing, and relaxa
tion effects in the model in a way that is particularly 
suitable for HPC. In our approach we combine three 
main ingredients: electronic structure calculations, a 
timeresolved formulation of the theory of open quan
tum systems, and a timeresolved classical  descrip
tion of the nanostructure response coupled to the 
timedependent description of a plasmonic nanostruc
ture. Embarrassing parallelism is easily achieved since 
SSE quantum trajectories are independent and 
uncorrelated (Figure 3): averaging over them is a post
processing step producing the same outcomes of the 
densitymatrix approach.

The nanostructure is represented as a continuous 
body characterized by its response properties to elec
tric fields, i.e. the external field  and that generated by 

a neighboring QM charge distribution. A general 
approach to simulate the nanostructure response is to 
to define, as we did, a set of apparent charges on the 
surface of the Rh nanostructure, which is discretized in 
terms  of a mesh of elements. This choice ensures an 
excellent compromise between accuracy and compu
tational cost. We used around 30 millions of core
hours.  Jobs on SuperMUCNG are hybrid MPI/
OpenMP. Each simulation produces around 1,000
2,000 MPI tasks, corresponding to 1,0002,000 SSE 
trajectories. This number is large enough to get a 
small statistical error on the quantities of interest. In 
the postprocessing, we are interested in the time 
evolution of state populations and coherences, and of 
descriptor useful to investigate the electron dynamics 
(projected density of states, i.e. PDOS, overlap PDOS, 
transition contribution maps etc.). We have simulated 
the experimental conditions [2], by using blue and UV 
pulses to irradiate the Rh nanocube in presence of 
CHO.  Preliminary results show that a combination of 
plasmonlike collective  and singleelectron behaviour 
is found in the first femtoseconds of the dynamics. 
Moreover, electron injection into CHO is observed, but 
a quantitative evidence that the CH4 formation is 
favored in these conditions is still to be found. Effects 
due to the cut of the Rh nanostructure have been  
seen to be negligible, which provides an a posteriori 
confirmation of the reliability of the our approach.  

Ongoing Research / Outlook

The systematic analysis of the SSE trajectories for Rh 
nanocube/Rh corner+CHO is still ongoing. Our goals 
are: i) verify that the application of a multiscale ap
proach is reliable and accurate for a plasmonic sys
tem; ii) the role of electron dephasing and of iii) the 
role of statetostate relaxation in the hotelectron gen
eration and dynamics. Using a HPC system was 
fundamental to produce in reasonable human time 
thousands of SSE trajectories. Our SSEbased multi
scale hybrid computational protocol was successfully 
applied to study the interplay between plasmon and 
coherence effects in hotelectron generation dynamics 
in catalysts. Next step will be to systematically study 
other antennareactor systems, as recently reported in 
highimpact experimental works. 
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Figure 3: SSE computational protocol.

Figure 2: Nanocube and zoom on the 
vertex, described quantummechanically.



Introduction

Studies of exciton signatures in UVVis 
absorption of condensed matter have a long 
history. In semiconductors, these studies 
usually focus on the excitation energy, the 
absorption strength or the polarization 
direction to reveal the characteristics that are 
relevant for optoelectronic functionality. Here 
the application in solar cells or light emitting 
devices are a strong driving force for this 
research ever since. This is similar in organic 
semiconductor devices for which excitonic 
effects are much more pronounced and for 
which the nature of the excitons (molecular 
or chargetransfer (CT) excitons) and their 
connection to performance limitations of 
organic solar cells is of great interest. CT 
states are electronic states formed at the 
interface between organic electron donating 
and electron accepting molecules. They can 
be precursors for free charge carriers, or can 
decay to the groundstate with the emission of a 
photon. CT absorption tails are comparably broad but 
the underlying molecular and supramolecular proper
ties responsible for the spread of energies (which 
causes broadness) are currently not well understood. 

Results and Methods

We study the microscopic origin of exciton bands in 
molecular blends (see Figure 1) and investigate their 
role in organic solar cells (OSCs) [1,2,3]. We simulate 
the temperature dependence of the excitonic density 
of states (EDOS) and lowenergy absorption features, 
including lowfrequency molecular vibrations and multi
exciton hybridization (see Figure 2). For donor
acceptor blends with CT excitons, our numerical 
calculations agree very well with temperaturedepen
dent experimental absorption spectra, i.e. we are able 
to predict the lowenergy spectral lineshape. Based on 
these results, we further connect the lineshape to radi
ative voltage losses that reduce the solar cell's perfor
mance and should be as low as possible. In addition, 
we unveil that the quantum effect of zeropoint vibra

Chemistry and Material Sciences

Molecular vibrations reduce photovoltages 

in organic solar cells

tions, mediated by electronphonon interaction plays a 
significant role in this context. It causes a large exciton 
bandwidth and reduces the opencircuit voltage. This 
is predicted from electronic and vibronic molecular 
parameters, which we simulated beforehand, and we 
find that this zeropoint effect is surprisingly strong 
even at room temperature and can substantially 
reduce the OSC’s efficiency. 

To circumvent such radiative voltage losses, we elabo
rate on a better understanding of their connection to 
OSC parameters such as the intermolecular electronic 
coupling or the driving force for CT exciton formation. 
Radiative open circuit voltage losses are affected by 
exciton hybridization and delocalization and can be 
reduced by 100 mV or more, depending on the 
system. 

We finally extend our theoretical predictions for a 
larger set of systems including nonfullerene donorac
ceptor blends and different heterojunction and inter
face geometries of OSCs. Our proposed strategies to 
reduce the radiative voltage losses are supported by 
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Figure 1: Generation of electronhole pairs (excitons) after light absorption in a diluted donor
acceptor blend composed of two different organic molecular species. Different types of 
excitons lead to exciton bands in the optical absorption spectra.
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excellent agreement of the present simulation ap
proach to existing experimental data for the low
energy absorption [3]. 

The numerical methods and algorithms that run on 
SuperMUCNG are implemented in homemade codes 
and no thirdparty code has been involved. Our code 
is written in Fortran90/95. It implements a domain 
decomposition scheme for basic matrixvector multipli
cations (MVMs), where each domain is handled by an 
MPI process. We use pure MPI where the implemen
tation is performed in such a way that communication 
is initiated and the part of the MVMs that are internal 
to the MPIprocess are carried out subsequently. 
When this internal work is finished, the communication 
is finalized and the external part of the MVM is 
calculated. In this way, communication can operate in 
parallel to computation on the nodes. The only exter
nal library that is required is MPI. In the simulations, 
we calculate expectation values in an energyresolved 
fashion by using an energy projection scheme [4]. This 
is performed by the Lanczos approach. 

The key physical quantity that we calculate, is the 
EDOS (cf. Figs. 2c,e). All physical quantities are repre
sented in an effective realspace basis and the 
supercell approach is implemented. More specifically, 
a tight binding parametrization for the electronic struc
ture is used which allows to represent the Hamiltonian 
in a relatively sparse way.

The numerical methods and implementations have 
been developed by the Ortmann group over the last 
decade [5]. This includes the developed MPI version 
of the code. The numerical calculations of the EDOS 
are performed by a Lanczos approach [4] and a 
subsequent continued fraction expansion to obtain the 
spectral shape for the EDOS for the studied organic 
donoracceptor blend models. A single EDOS calcula
tion of a supercell with around 40,000 molecules (i.e. a 
total vector length of 1.6*109) with 4,800 cores per run 
requires about 9,00010,000 corehours. Besides 
small output log files the job output of a single EDOS 
calculation reduces to the file containing the exciton 
spectrum, which is only of MB size. For the above 
mentioned systems of 40,000 molecules a memory 
capacity of around 612 TB is needed during runtime 
that depends on the particular realization of the 
Hamiltonian.

Ongoing Research / Outlook

Both machines SuperMUCPhase 2 and SuperMUC
NG are perfectly suitable for our simulations of the 
EDOS since they provide sufficiently large memory per 
core and a high speed for massive parallelization that 
we can exploit to run our code fast and in a highly 
parallel manner. Due to the high degree of paralleliza
tion, most of our jobs require a walltime of only about 
two hours, which reduces the queue time and enables 
efficient and fast data production. 

In the next phase of our project, subsequent electron
transport simulations are planned in which we are 
using a code that is directly derived from the present 
one. The study of electronic transfer processes will 

require more CPUtime and memory and will produce 
more output data, which makes SuperMUCNG an 
indispensable tool for future calculations and further 
progress in our research and the understanding of 
organic solar cells.

The only limitations we observed in the last phase 
were the queueing times on SuperMUC Phase 2. The 
only obstacles we noticed were due to the transition 
from SuperMUC Phase 2 to SuperMUCNG and due 
to the long shutdown period during spring 2020 where 
many European supercomputing centers were 
affected and needed to be taken offline.

In future projects we plan to extend and refine our 
numerical calculations to a larger class of problems 
(exciton diffusion, charge separation, etc.) that result 
in valuable scientific contributions. 
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Figure 2: a) Example for a supercell used in numerical calculations. (b, d, f)  
Classification of excitonic states. (c, e)  Lowenergy absorption spectra de
pending on different levels of microscopic interactions considered by our 
model calculations. Figure adapted from Ref. [1].
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Interface Phenomena in Chemical and 

Mechanical Engineering

Introduction

Interfaces are prevalent in many fields of science and 
engineering. In many applications, the properties of 
the interface between different phases – gaseous, 
liquid, or solid – govern the behavior of a system. 
Examples from engineering include machining 
processes (solidsolid and solidliquid interfaces) and 
thermal separation processes (e.g. vaporliquid and 
liquidliquid interfaces).

However, the actual interface is only a few nanometers 
in width, so that most interface phenomena cannot be 
studied experimentally. This length scale is readily 
accessible with molecular dynamics (MD) simulations. 
For carrying out MD simulations, a model of the 
intermolecular interactions has to be specified. Then, a 
suitable starting configuration of these molecules that 
resembles the problem to be studied is provided, and 
Newton’s equation of motion are solved numerically to 
follow the temporal evolution of the system.

Results and Methods

To study interface phenomena, we carry out 
massivelyparallel MD simulations on SuperMUCNG 
with two simulation programs: ls1 mardyn [1,2], which 
is developed jointly by the project partners, and the 
open source code LAMMPS [3]. Two examples are 
presented in the following. Both employ the Lennard
Jones potential, a simple yet physically reasonable 
model for intermolecular interactions.

Our research within the ERC Advanced Grant project 
‘ENRICO’ focuses on transport through vaporliquid 
interfaces. It is known that under certain 
circumstances, the particles of the lightboiling 
component (i.e. those prevalent in the gas phase) can 
have a favor for being directly at the interface, leading 
to an enrichment of that component at the interface. In 
terms of macroscopic theories of mass transfer, e.g. 
the Fickian laws, the enrichment should impose a 
hindrance on the flux of the lightboiling component 
through the interface. However, many chemical 
engineering separation processes, such as 
absorption, rely on that flux.

We carry out MD simulations in a dedicated simulation 
scenario to study the influence of the enrichment on 
mass transfer. An exemplary snapshot of that scenario 
is shown in Figure 1.

In these simulations, the vaporliquid interface of a 
liquid film with a vapor phase is simulated. On one 
side of the simulation box, particles of the lightboiling 
component are continuously inserted into the gas 
phase, while particles of the lightboiling component 
are continuously removed from the gas phase on the 
other side (not shown in Figure 1). This particle 
insertion and removal forces a flux of the lightboiling 
component through the liquid film. Comparing mixtures 
with and without an enrichment of the lightboiling 
component at the interface, this allows for 
investigating whether the enrichment is a hindrance for 
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Figure 1: Snapshot of a MD simulation for studying transport through vapor
liquid interfaces. Blue particles represent the heavyboiling component. 
Green particles represent the lightboiling component, which move through 
the interface. For clarity of details, only one side of the simulation box is 
shown; there is another gas phase to the right of the liquid film.
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transport. Our first simulation results show that there is 
indeed a link between the enrichment at the interface 
and a reduced transport. However, this needs further 
investigation. A first publication on this topic is 
currently in preparation.

Simulations such as the one shown in Figure 1 are 
typically carried out with approximately 20,000 to 
100,000 particles. Depending on the studied 
conditions, they require about four to five days on 
SuperMUCNG when using about 128 cores.

As part of the International Research Training Group 
(IRTG) 2057, we study the properties of interfaces in 
machining processes. A snapshot of a typical 
simulation scenario is shown in Figure 2.

In the MD simulations for studying nanoscale 
machining processes, a rigid indenter in the form of a 
ball is first put into contact with a solid surface by 
applying a force perpendicular to the solid surface. 
The indenter then scratches over the surface by 
applying an inplane force. During the scratching 
process, a chip builds up from the material of the solid 
surface. During the process, the 3D profiles of 
important properties such as temperature, pressure 
and flow field are monitored.

The simulations show that between the contacting 
surfaces, there is only a small number of lubricant 
molecules. This means that although a lubricant is 
used, the direct contact between the two solids is 
mostly dry. Nevertheless, the lubricant has an 
important effect on the process in that it dissipates 
heat from the rigid bodies. A more detailed discussion 
of the results can be found in a recent publication [4].

Simulations such as the one shown in Figure 2 are 
typically carried out with approximately four to six 
million particles. Depending on the studied conditions, 
they require about two days on SuperMUCNG when 
using about 256 cores.

Ongoing Research / Outlook

Our large scale MD simulations rely heavily on the 
availability of HPC resources such as those provided 
by SuperMUCNG. Using the program ls1 mardyn on 
SuperMUC, the authors also hold the current world 
record for the largest MD simulation ever carried out: 
20 trillion particles [5].

For future work, we intend to continue our cooperation 
in developing ls1 mardyn. On the application side, we 
aim at carrying out more systematic studies of the 
transport through liquidvapor interfaces. Regarding 
the nanoscale scratching process, we want to study 
systems with molecular models for real fluids and 
solids, most notably for the lubricants. There, we 
expect to see an influence e.g. of the length of the 
lubricant molecules on the outcome of the process.
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Figure 2: Snapshot of a MD simulation for studying nanoscale machining processes. A rigid indenter (grey ball) impacts a solid surface (blue), scratches over the 
surface and a chip forms (red particles). Particles of the lubricant are not shown in this snapshot for clarity.
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Towards a predictive theory for unconventional 

superconductivity

Introduction

The combination of QSGW, DMFT, and BSE for 
susceptibilities gives us a high fidelity generalpurpose 
ab initio theory of manybody phenomena. It also 
contributed to the enrichment of our open source  
suite for electronic structure calculations (https://
questaal.gitlab.io/) and the method paper was 
published in the special issue of CPC; SI: celebration 
of 50 years of CPC [1]. The article was also published 
as one of the two psik highlight articles for the year 
2020 (https://psik.net/highlights/).   In terms of its 
physical applications, the development resulted in 
some astounding insights into the interplay between 
charge, spin and orbital degrees of freedom in strongly 
correlated systems and unconventional 
superconductors like ruthenates, cuprates, iron based 
superconductors. The results were published in 
leading journals in physics [2,3,4]. In summary, the 
supercomputing facility provided by PRACE, made 
possible the large scale application of this ability that 
sets the stage for a highfidelity ‘predictive abinitio 
approach’ to unconventional superconductivity, which 
is otherwise crowded only by the model Hamiltonian 
community.  In that sense, the PRACE facility worked 
for us at the right moment when this ability is about to 
bring in a paradigm shift in the manner we address 
superconductivity in real materials.  

Results and Methods

Ruthenates and disentangling degrees of freedom
One of the fundamental challenges in Sr2RuO4 (SRO) 
was to understand the nature of pairing and also to 
explain why Tc increases with tensile strain up to a 

critical strain. a) Spin and charge susceptibilities. We 
computed ab initio spin and charge susceptibilities (χm 
and χd) in the unstrained case. χm has been measured, 
which gave us an experiment to benchmark against  
We find excellent agreement with experiment (strong 
peaks at incommensurate q vectors (±0.3, ±0.3, 0), 
maximum intensity at around 10 meV as observed, 
and weaker fluctuations extending to q = 0—needed 
for triplet superconductivity). b) Nature of 
superconducting pairing. In a first, within our fully ab
initio framework we show that there are three triplet 
and three singlet instabilities in SRO. The analysis 
shows that both spin and charge contribute to the 
instabilities, In the charge susceptibility.  We find that 
there are strong fluctuations close to q = 0, and spin 
and charge together can promote a triplet pairing 
state. However, as mentioned above, there are 
multiple instabilities in SRO both of singlet and triplet 
kind. We identify their nature, degeneracies and 
possible candidates that can explain the NMR 
observations in SRO. One primary conclusion is 
superconductivity can not be purely driven by spin 
triplet fluctuations.  Most importantly we showed that 
the uniaxial strain that brings in more spin fluctuations 
to the incommensurate vector promotes a rapid 
enhancement in the singlet pairing instability (Figure 
1). This paper is published in Communications 
Physics, Nature [4]. Following this, we are invited to 
write a review article on SRO superconductivity for the 
special issue of AppliedPhysics Journal (Modeling 
transitionmetal compounds: emerging developments 
and applications). 

Iron based superconductors: LaFe2As2 and CaFe2As2 
collapsed and uncollapsed phases

Recent observations of 
selective emergence 
(suppression) of 
superconductivity in the 
uncollapsed tetragonal 
(collapsed tetragonal) 
phase of LaFe2As2 
(LFA) has rekindled the 
question of controlling 
band structure and 
correlations and thereby 
to control super
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Figure 1: Superconducting pairing functions and eigenvalues: The superconducting pairing gap 
symmetries for strain=0 are shown in the conventional basal plane; eigenfunctions corresponding to first 
three eigenvalues in singlet (s) symmetries are shown in panels (a)(c) and triplets (t) are in the shown in 
panels (d)(f). Panel (g) shows evolution of triplet and singlet eigenvalues (at 380 K) under strain. Under 
strain singlet eigenvalues increase and surpass the triplet eigenvalues.
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conducting Tc. Materials with incoherent spin 
fluctuations, driven away from magnetic ordering, can 
provide significant glue for Cooper pair formation. 
Controlling incoherence in strongly correlated 
electronic systems seem to be a future direction in 
engineering Tc in unconventional superconductors 
primarily mediated through spin fluctuations. We show 
that the proximity of Fedxy state to the Fermi energy 
acts as the primary source of incoherence in 
LaFe2As2. In the collapsed tetragonal (CT) structure, 
the dxy state is driven far below the Fermi energy, 
leading to suppression of single and twoparticle low
energy scattering. However, in the uncollapsed phase 
(UT) the dxy state is at the Fermi energy and is most 
strongly correlated, leading to enhanced low energy 
scattering in both single and twoparticle channels. 
The emergent incoherent spin fluctuations (Figure 2) 
provide the desired glue for Cooper pair formation. We 
perform a similar analysis in CT and UT phases of 
CaFe2As2 (CFA), and show had the CaFe2As2 not 
gone through the first order structural (and therefore 
magnetic) transition (Figure 3), it would have the 
highest Tc among these four candidates. This paper is 
now accepted in Physical Review Letters [3]. 

Enigmatic metalinsulator transition in VO2
We used our ability in conjunctions with ultrafast 
spectroscopic experiments to identify the enigmatic 
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Figure 2: The energy and momentum resolved spin susceptibility ImΧ(q,ω) 
(in the top panel from left to right)  shown for the CT and UT phases 
respectively . The qpath (H,K,L=0) is chosen along (0,0)(½,0)(½,½)(0,0) in 
the Brillouin zone corresponding to the twoFe atom unit cell. The intensity in 
the CT phase is artificially multiplied by five to bring excitations for CT and 
UT phases to  the same scale.

Figure 3: The superconducting instability is absent in the CTLFA phase. The 
superconducting instability corresponding to the leading λ1 and lagging λ2 
eigenvalues of the solutions to the Eliashberg equations, Δ(q,ω=0) are 
shown for the UTLFA phase. The evolution of the leading eigenvalue as a 
function of temperature is shown for CTCFA, UTCFA and UTLFA in the 
bottom panel. In inset we zoom into the low temperature part of the curves to 
show the estimated Tc’s.

nature of metalinsulator transition in VO2 and discover 
a bistable regime (Figure 4) that can used for 
switching [4].

Ongoing Research / Outlook

In continuation to this project we got another PRACE 
project funded, ra5208. We are using that ability now 
to explore further the superconductivity in the bulk and 
layered variants of FeSe. In particular, we are trying to 
explore the the orderofmagnitude enhancement in Tc 
in FeSe/SrTiO3 interface in comparison to the bulk. We 
are also exploring the nature of the nematicity and its 
role in superconductivity in FeSe. Most importantly, we 
are exploring if there is anything universal to the 
nature of the glue in iron based superconductors and 
how that possible differs from that of cuprates and 
ruthenates.  
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Figure 4: a) QSGW energy band calculations for the displaced structure along the AgII (5.47 THz) phonon mode, with both expansions and contractions of the VV 
bond displacement ~0.022 Å (red and blue) around the M1 phase (green). b) The charge gap shrinks for either sign of displacements and eventually closes for 
changes in the VV distance as small as displacements ~0.15Å. c) QSGW energy band structure for the AgIII (e.g., 6.29 THz) phonon mode for displacements 
above and below  the critical displacement uc.  At uc, QSGW predicts the coexistence of two converged solutions: a metallic solution labelled m and an insulating 
solution labeled i. d) Charge gap as a function of displacement u: we obtain an hysteresis and purely electronic IMT at uc2 (diamonds) and respectively MIT at uc1 
(circles). Bistability is obtained for uc1<u<uc2: if we surmise that the nuclear positions of the system can be pinned along the AgIII mode in the coexistence 
region, so that the material does not relax to its pristine form, (e) bistability  would be achieved, and (f) an applied 6.29 THz pulse would drive the system to a 
metal.  After the system relaxed back to the middle region, (g) it would stay in the metallic solution, until (h) another pulse hits the system, after which (i) the 
system would relax to the insulating solution.
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Phasefield simulations to study eutectic colonies

Introduction

During the directional solidification of eutectic multi
component alloys the formation of eutectic colonies 
can be observed.  The formation of these structures is 
driven by microscopic instabilities in a macroscopic 
planar solidification front, due to impurities of the com
ponents that diffuse from the solidifying phases into 
the melt. Within the project pn69ne [1], the formation 
of eutectic colonies in the high temperature material 
NiAl34Cr is studied within phasefield simulations. For 
a simultaneous resolution of the fibrous structure of 
the eutectic NiAl34Cr and the multiple times larger 
structures of the eutectic colonies in one simulation, 
large solidification fronts with a high resolution are 
needed. Figure 1 shows exemplarily the simulated so
lidification front of such an microstructure. 

The focus of the conducted simulations is to investi
gate the interactions and growth competition between 
multiple colonies in two and threedimensional large 
scale domains. Furthermore the transition from parallel 
rod growth to eutectic colonies and the conditions re
quired for the growth of these structures are studied. 
Parts of the investigated results are published in Ref. 
[2].

Results and Methods

For the investigation of the twophase eutectic reac
tion Liquid ↔ B2NiAl + A2Cr in the ternary system AlNi
Cr, a thermodynamically consistent phasefield model 
based on a grand potential functional is used. The par
tial differential equations for the evolution of the 
phasefield order parameters and the chemical poten
tials are spatially discretized with finite differences 
and the temporal evolution is calculated by a forward 
Euler scheme. These numerical solution schemes are 
implemented into the massively parallel multiphysics 
framework Pace3D [3]. 

The driving force for the phase transition is described 
by the difference of the grand potentials. The grand 
potentials are derived from the Gibbs energy 
formulations of the thermodynamic Calphad database 
from Peng et al. [4].

For the evolution of new rods, which is required to 
ensure a stable growth of curved solidification fronts 
with multiple phases in 2D phasefield simulations, a 
concentrationdriven nucleation mechanism has been 
added into the phasefield evolution equation of the 
order parameters in [2]. With each nucleation iteration, 
multiple nuclei are randomly set into the solidliquid 
interface. This nucleus setting mechanism can be 
adjusted by the amplitude A,  and by a concentration
driven criterion cdev.

The chosen material and numerical parameters as 
well as the approximated thermodynamic energies for 
the simulation of eutectic colonies in NiAl34Cr are 
collected in the appendix of Ref. [2]. The simulations 
are performed in a domain of 1,500×10,000 voxel 
cells, with an initial setting of random seeds, using a 
Voronoi tessellation. The growth direction and the 
velocity are controlled by an analytic temperature 
profile. To systematically investigate the colony forma
tion for comparable structures, 2D largescale simula
tions with different temperature gradients between 0 
and 400 K/mm are performed. 

Each simulation is performed with 1,200 cores for 72 
hours to generate 20 million time steps. The results for 
each calculated field is stored in a separate file, requir
ing  about  80 GB for one simulation.

As an example, the simulation with an applied temper
ature gradient of 20 K/mm is discussed in more detail. 
The fully evolved microstructure after 20 million time 
steps of this simulation is shown in Figure 2, sur
rounded by enlargements of selected microstructure 
features. In Figure 2(a), the formation of a lamellar 
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Figure 1: Exemplary solidification front of a simulated eutectic colony structure of NiAl34Cr.
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Phasefield simulations to study eutectic colonies

growth from the initially set random seeds is shown. 
During this formation several microstructure adjust
ment events such as merging, splitting, overgrowth 
and nucleation can be observed. Similar to these ad
justments, microstructure events can also be found 
during the evolution of eutectic colonies. In Figure 
2(b), the overgrowth of a colonies is depicted. In con
trast to the events of rods, an overgrowth of a colony 
in 2D is not combined with a merging event. The over
growing colonies are just forming a new contact area, 
instead of combining to one colony. The formation of a 
new colony by division of one large colony into two 
smaller colonies is indicated in Figure 2(c) and the  
evolved solidification front with multiple colonies is 
highlighted in Figure 2(d).

In Figure 3, the solidification fronts from the simula
tions with different applied temperature gradients are 
displayed. For all simulations, the solidification veloci
ties converge to a similar value, as depicted in the ve
locity plot in the lower part of the figure. Multiple well
pronounced colonies with convex solidification fronts 
evolve for all simulations in this study.

In general, the rods in the middle of a colony mainly 
show straight growth. In the vicinity of the contact ar
eas between two colonies, the rod growth is no longer 
directed in the direction of the applied temperature 
gradient, which results in a curved growth with re
peated splitting and nucleation events. As expected, 
the height difference at the solidification front de
creases with an increasing temperature gradient. How
ever, independent from the temperature gradient, all 

solidification fronts consist of six colonies after simulat
ing 20 million time steps. For the temperature gradient 
of zero, it can be assumed that the smallest colony is 
overgrown by further solidification. Quantitative ana
lyzes of the visually described trends for the colony 
widths and heights as well as for the rod spacing are 
also given in Ref. [2].

Ongoing Research / Outlook

Due to the provided computational resources, the 
growth of multiple eutectic colonies and their interac
tions could be simulated in realistic scales. Besides 
the presented studies of the temperature gradient de
pendencies, the influence of the growth velocity on the 
colony formation has been investigated [5]. However, 
the influence of other  conditions such as surface en
ergies or melt compositions has not been fully investi
gated. Furthermore, the simulation of eutectic colonies 
in threedimensional domains is still challenging re
garding computing times. Hence, during the next pe
riod of the project pn69ne [1] the influence of different 
melt compositions on the eutectic colony formation in 
a further material system AlCu5Ag is studied in 2D 
and 3D.
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Figure2: Resulting microstructure of a 2D largescale simulation of the 
eutectic colony formation in NiAl34Cr with an applied temperature gradient 
of 20 K/mm [2].

Figure 3: Comparison of solidification fronts for the simulations with different 
temperature gradients after 20 million time steps. The corresponding velocity 
profiles over the simulation time are plotted in the diagram [2].
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Allelectron DFT Simulations of particlelike 

magnetic objects

Introduction

Complex magnetic textures and localized particlelike 
structures on the nanometer scale such as chiral 
magnetic skyrmions (Fig. 1) with nontrivial topological 
properties are nowadays the most studied objects in 
the field of nanomagnetism. They offer the promise of 
new data storage and data processing technologies 
ranging from racetrack memories to memristive 
switches for neuromorphic computing. 

The theoretical and computational description of 
nanosized magnetic objects usually follows a typical 
multiscale approach. Abinitio simulations mostly 
based on Density Functional Theory (DFT) are utilized 
to determine fundamental materials properties. Based 
on these properties simpler purelymagnetic models 
like the extended Heisenberg model are constructed 
and spindynamics simulations are employed to 
describe the final complex magnetic structures. While 
this approach has demonstrated its power and 
efficiency, it cannot describe fundamental changes in 
the electronic structure induced by the complex 
alignment of magnetic moments. In this project we 
extend the realm of DFT calculations for magnetic 
systems to significantly larger setups to tackle these 
challenges from the basic description provided by our 
abinitio code FLEUR [1]. Since 2015 FLEUR is one of 
the flagship codes of the MaXEuropean Center of 
Excellence in HPC [2]

Results and Methods

Our projects aims at providing insight into the 
electronic properties of large and complex non
collinear magnetic structures by applying our stateof
theart allelectron fullpotential linearized augmented 
plane wave (FLAPW) DFT code FLEUR [3]. While the 
FLAPW method is a numerical complex and 
computationaly heavy approach it is also considered 
to provide the ”gold standard” and reference results in 
DFT. Its accuracy and reliability proven in numerous 
applications is particularly crucial in the field of 
magnetism as the fundamental energy scales on 
which magnetic phenomena occur is usually very 
small. While DFT simulations of large setups contain
ing many atoms are already possible for quite some 
time, the simulations we pursue extend the limits of so 
called allelectron DFT applied to large magnetic 
configurations.

A DFT simulation is an iterative process with 50120 
cycles to achieve a selfconsistent solution of the 
fundamental quantum mechanical equations. A single 
of this selfconsistency iteration contains many 
different steps like the determination of the potential, 
the generation of a new density or the density mixing 
to accelerate the selfconsistency process. From the 
computational point of view, the most relevant task in 
each iteration consist of the setup of matrices for the 
generalized eigenvalue problem and its diagonaliza

Figure 1: Skyrmion tubes in MnGe super cell 8x8: two Bloch skyrmions (in the left panel and in the right one) and a Néel type (in the middle panel). The direction 
of the magnetisation is indicated by the arrows located at each Mn site. The color alteration illustrates the change of the direction of the magnetic moments along 
the radii of the skyrmions.  The energy of these magnetic configurations is decreasing from the left to the right (0 meV, 200 meV, 700 meV).
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Allelectron DFT Simulations of particlelike magnetic objects

tion. The hybrid MPI/OpenMP parallelization of the 
FLEUR code allows to utilize machines like 
SuperMUCNG efficiently. The code has interfaces to 
optimized libraries (ELPA,ScaLAPACK, LAPACK, 
BLAS) to perform linear algebra operations as effi
ciently as possible.  

To get insight into details of the electronic structure 
which are not in reach of conventional multiscale 
approaches, we performed simulations with two mag
netic setups which are larger than any productionlevel 
FLAPW calculations reported so far: i) several 
skyrmion tubes in the MnGe 8x8 super cell (Fig. 1) 
and ii) a globule with two Bloch points in the MnGe 
4x4x8 super cell (Fig. 2).

So far our simulations were still restrained due to 
some  scaling limitation that might be expected if a 
complex code is pushed to simulations of this scale for 
the first time. Most of these bottlenecks have now 
been removed so that the simulations gained momen
tum. Currently, our simulations for the setups contain
ing the Bloch points run on 256 nodes with 48 cores 
for about 25 minutes per iteration. Hence, a single 
selfconsistency cycle will consume about 5000 core
hours and a full selfconsisteny with about 100 itera
tions about half a million of corehours. As we have to 
compare the different magnetic states for a full analy
sis of the system and to gain inside knowledge of the 
interplay between the magnetic and electronic struc
ture of these configurations we need to obtain self
consistency for several setups. These calculation in
volve the diagonalization of several complex matrices 
of size 150k x 150k per iteration. The corresponding 
data for the second system reported here are given in 
Table 1. Typical for a DFT calculation, our IO require
ments are relatively modest and only few files are 
generated. 

Ongoing Research / Outlook

Our simulations on skyrmion tubes already confirmed 
the fundamental predictions obtained by simple 
multiscale models and hence we feel confident that 
the basic assumptions, the setup chosen and its 
numerical description accurately captures the relevant 
physical properties. One should note here that the 
energy differences obtained are in the range of few 
hundred meV despite the significant size of the 
system. This again stresses the relevance of our ap
proach. At the same time, these results are still pretty 
preliminary as we could not perform all simulations 
and all needed analysis planed due to unforeseen 
code problems. This also includes further simulations 
on thinfilm setups in which a special mode of the code 
is employed. As a consequence, we only used about 

30% (<10Mio core hours) of our assigned computa
tional resources.

As these problems are understood and mostly solved 
by now, our future research will include further 
simulations of similar setups, the analysis of the 
results, the extension of the investigation to the 
electronic structure of the Bloch points and the thin
film setups. As our results are still preliminary in this 
respect, they have not been published so far.
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Figure 2: A globule in MnGe super cell 4x4x8. This configuration has two Bloch 
points at the edges of the globule.

Table 1: Properties of our two magnetic setups, skyrmion tubes (1st row) and 
a globule (2nd row): number of atoms (2nd column), size of dense hermitian 
matrices in the generalized eigenvalue problems (3rd column) and number of 
corehours needed for one selfconsistence iteration (4th column).
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Pressure response of bulk liquid water 

as “seen” by THz spectroscopy

Introduction

The Hbond network of liquid water is characterized by 
a wellknown tetrahedral structure offering rather large 
open spaces. These voids are filled to some extent 
with other water molecules at ambient conditions, 
while fully preserving the usual tetrahedral network. In 
contrast, at high hydrostatic pressure (HHP) condi
tions, where the macroscopic density of the liquid 
increases and the water molecules are actively 
pressed into the voids, they are regularly occupied by 
water molecules. Therefore, studying liquid water at 
HHP conditions is another possibility to understand its 
anomalies at ambient conditions. Notwithstanding this 
importance, the effects of pressure perturbations of 
liquid water up to its stability limit of about 10 kbar at 
room temperature are not well understood compared 
to temperature effects at low pressures. During the 
last decade, experimental and computational far
infrared (farIR) or THz spectroscopy of aqueous 
solutions has been demonstrated to provide detailed 
insights into the changes of the Hbond network due to 
perturbations with respect to neat liquid water. Since 
THz spectroscopy directly probes the Hbond network 
peak close to 180 cm−1, the method is expected to 
have huge potential to unveil the intermolecular 
dynamics of water and aqueous solutions not only 
close to ambient conditions but also at extreme 
thermodynamic conditions such as in the multikbar 
regime. In this project, we [1] applied instantaneous 
normal mode (INM) analysis to theoretically dissect 
the THz response of neat liquid water from 1 bar to 10 
kbar at 300 K down to the level of individual 
environmentdependent Hbond contributions based 
on extensive ab initio molecular dynamics (AIMD) 
simulations. Although the linearization of atomic 
motions is certainly a drastic approximation, INM offers 
important advantages at the level of decomposing the 
total response into local contributions that depend on 
the individual Hbonding patterns. First, each INM can 
rigorously be decomposed into singlemolecule 
hindered translations and librations as well as purely 
intramolecular vibrations. Second, the total dipole 
moment fluctuations can be decomposed within the 
INM approach into the effects due to the underlying 
atomic/molecular motions as well as the corres

ponding dynamically induced dipole moments at the 
level of individual configurations and thus Hbonding 
patterns. These two features of the INM approach 
fruitfully provide novel insights into the THz spectrum 
of liquid water not only at ambient conditions but also 
deep in the kbar regime. The results of this research 
are published in Ref. [2,4].

Results and Methods

The INM analysis is computationally demanding. 
Besides the usual AIMD simulation, which is used to 
conduct the simulation itself, the INM analysis requires 
3N additional electronic structure calculations, where 
N is the number of atoms in the system, per selected 
time step. Combining the INM analysis with the so
called cross correlation analysis (CCA) yields a 
detailed and complete dissection of the THz spectrum 
at ambient and highpressure conditions as shown in 
Fig. 1. Here we obtain the self contribution of each 
individual water molecule as well as four important 
cross couplings between a reference molecule and (i) 
a Hbonded water, (ii) an interstitial water, (iii) a 
secondshell water, and (iv) a water molecule beyond 
the second solvation shell. On top of this 
decomposition, the INM analysis allows to dissect the 
spectrum further into translationaltranslational self 
contributions, It–t(ω), and translationalrotational cross 
couplings, It–r(ω), as shown in Fig. 1 left and right, 
respectively. At ambient conditions, the t–t correlations 
It–t(ω) depicted in left panel are found to be dominated 
by the molecular selfcorrelations and the Hbonding 
pair correlations, whereas almost only the Hbonding 
pairs contribute to the t–r coupling It–r(ω) in right panel. 
This situation does not qualitatively change upon 
compression to 10 kbar. Importantly, the interstitial 
water molecules almost contribute nothing to the THz 
response. This finding indicates that those structural 
changes upon compressing liquid water into the kilo
bar regime which are due to generating interstitial 
molecules in tetrahedral voids (while fully preserving 
the tetrahedral Hbond network topology) cannot be 
related to the observed changes of the THz lineshape.

Given the overwhelming importance of Hbonded 
water pairs to the THz spectrum, we further decom
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pose the spectrum at the molecular level by distin
guishing between Hbond donor and acceptor 
molecules as shown in Fig. 2. This decomposition 
leads to the important finding that the Hbond network 
peak around 180 cm−1 cannot be obtained without 
considering the dynamically induced dipole moments 
from Hbond donor molecules (whereas acceptors 
contribute most of their THz intensity at much lower 
frequencies), which clearly highlights the outstanding 
importance of these Hbond donor molecules with 
respect to the reference molecule to understand the 
THz lineshape of bulk liquid water as we elaborately 
report in Ref. 2.

Ongoing Research / Outlook

Within this project, we have also disclosed the distinct 
features of hydrophilic versus hydrophobic solvation 
as seen by THz spectroscopy of aqueous 
Trimethylamine Noxide (TMAO) solutions at ambient 
conditions [3]. TMAO is a wellknown cosolvent used 
for long in biophysical chemistry which acts as an 
osmolyte by stabilizing the native folded state of 
proteins. Elevated concentrations of TMAO in deep
sea fish even counteract the perturbing effects of high 
pressures and actively stabilize proteins at these high 

Pressure response of bulk liquid water as “seen” by THz spectroscopy

pressure conditions. Besides, there is also significant 
fundamental interest in TMAO due to its peculiar H
bonding properties because it has both, strongly 
hydrophilic and extended hydrophobic groups at its 
opposite ends. 

Currently, we are conducting AIMD simulations of 
aqueous TMAO solutions at HHP conditions. We aim 
to decompose the THz spectra again to obtain 
individual contributions at the molecular level. 
Ultimately, we want to investigate how the solvation 
properties of TMAO change at HHP conditions 
compared to ambient conditions to understand how 
TMAO as a cosolvent helps to stabilize proteins at 
these high pressures, where the proteins would 
normally denaturate if TMAO was absent.
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Figure 2: Partial THz spectra of bulk liquid water resulting from translationtranslation selfcorrelations (left) 1 bar and (right) 10 kbar in terms of six Hbond donor 
pair classes. Red circles, blue triangles, and green squares represent single Hbond donor (1d), double Hbond donor (2d), and triple Hbond donor (3d) pairs, 
respectively, where solid lines with filled symbols and dashed lines with open symbols distinguish between such short (s) and long (l) Hbond lengths, respectively. 
All spectra are normalized per molecule. Reproduced from Ref. [2] with permission of AIP publishing.

Figure 1: Partial THz spectra of bulk liquid water resulting from (left) translation–translation selfcorrelations It−t(ω) and (right) translationrotation crosscorrelations 
It−r(ω). The solid/dashed lines with filled/open symbols correspond to 1 bar/10 kbar. Red circles, blue upward triangles, green downward triangles, yellow squares, 
and black diamonds represent the contributions due to molecular selfcorrelations (self) as well as the molecular crosscorrelations between Hbonded water pairs 
(HB), between second–neighbor pairs (2nd), between interstitial pairs (IP), and rest pairs (rest). Reproduced from Ref. [2] with permission of AIP publishing.
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Topology, Entanglement and Critical Phenomena 

in Correlated Quantum Matter

Introduction

The aim of our research is to carry out numerical 
simulations of a collection of interacting electrons or 
spins so as to understand experiments or to unravel 
the richness of collective and emergent phenomena in 
the solid state. Modelling experiments by overempha
sizing the dominant phenomena is important for inter
pretation of the experimental data.  Many body sys
tems host a plethora of emergent correlated and 
topological phenomena, the richness of which is fasci
nating. Ultimately, the exotic phenomena we investi
gate, out of pure intellectual curiosity, in model sys
tems complying with the basic laws of quantum me
chanics, may very well be the key to new technologies 
beyond the silicon age. Here we will concentrate on 
two very different applications. The first one is a mod
elling of the spin system BotallackiteCu2(OH)3Br [1] 
and the second a study of a designer model showing 
fascinating quantum critical phenomena [2]. The tool 
we use is   the auxiliary field quantum Monte Carlo 
algorithm. Over the last years we have spent time and 
effort at developing a flexible open source code [3]   
that allows us to implement various models at a 
minimal programing cost. This program package is 
constantly being developed and we are presently 
preparing a new release.

Results and Methods

A) Coexistence and Interaction of Spinons and 
Magnons in an Antiferromagnet with Alternating 
Antiferromagnetic and Ferromagnetic Quantum Spin 
Chains [1].  
BotallackiteCu2(OH)3Br is a twodimensional magnetic 
material that can be modeled by weakly coupled 
alternating spin ½ ferromagnetic and antiferromagnet
ic chains.  The ferromagnetic chain shows well defined 
magnon (spin 1) excitations   with quadratic dispersion 
at vanishing wave vector. This dispersion relation can 
be detected by neutron scattering experiments.  On 
the other hand  the  spin ½  chains exhibit what is 
called fractionalization:  a magnon decomposes into 
two novel entities, spinons,  both carrying spin ½.   
Neutron scattering experiments   can pick up the 
distinct signatures of this fractionalization, namely the 
twospinon continuum.   The interesting aspect of this 
material is that it contains both types of excitations 
and the tantalizing question is to understand how they 
interact. Remarkably Fig. 1 shows that we are in a 
position to compare unbiased numerical simulations to 
neutron scattering experiments.   Numerical simula
tions and experiments show that upon coupling the 
chains, the spinons bind: a gap opens at the antiferro
magnetic wave vector (K=1,1 in Fig. 1).  Furthermore, 
the quadratic dispersion of the ferromagnetic magnons 
at K=0 becomes linear and remarkably the twospinon 
continuum is still apparent at high energies.  

As mentioned previously these calculations were car
ried out with a fermion Monte Carlo approach [3]. To 
simulate spin systems with this approach we first frac
tionalize the spin ½ degree of freedom into two 
fermions and then impose the constraint of single oc
cupancy using a Hubbard interaction. This approach to 
spin systems works very well, but is clearly cumber
some. It however has the enormous advantage that 
we then couple spin systems to fermions so as to 
tackle various aspects of mixed spinfermion systems 
[4].
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Figure 1: Comparison of neutron scattering results with quantum Monte Carlo 
data. Taken from Ref. [1].  Right hand side: a single simulation of 384 spins with 
required precision for the analytical continuation requires 20,000 Core hours on 
SpuerMUCNG.
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B) Superconductivity from the  Condensation of 
Skyrmions in a QuantumSpinHall insulator [2].
In the previous section, we have used numerical tools 
to provide modelling of experiments.  In this section, 
we present a model that shows, for the first time, a 
very exotic piece of physics. The model contains 8
component Dirac fermions akin to graphene supple
mented by a very special interaction of magnitude λ. 
The phase diagram is shown in Fig. 2 (see Ref [2] for 
more details).  The interaction is chosen such that a 
quantum spin Hall (QSH) insulator is dynamically gen
erated.  This transition can be understood in the realm 
of the GinzburgLandauWilson theory of phase transi
tions:  the QSH state breaks the spinsymmetry and 
can be characterized by an nonvanishing value of an 
O(3) vector.  The interplay of the long wavelength fluc
tuations of this vector with Dirac fermions is captured 
by the Gross NeveuYukawa model. When the vector 
develops a nonvanishing vacuum expectation value, 
the Dirac fermions acquire a gap and form a QSH 
state. A dynamically generated QSH state has remark
able properties. Aside from the long wave length 
fluctuations of the order parameter—Goldstone modes—
topological skyrmion excitations turn out to carry 
electric charge 2e.   We can hence foresee that if we 
manage to condense skyrmions a superconducting 
state will emerge. This is precisely what happens in 
our model when further enhancing the interaction 
strength λ.  The transition between the QSH and s
wave superconductor (SSC) turns out to be con
tinuous.  This is unexpected in the GinzburgLandau
Wilson type theories, where generically phase transi
tions between two different symmetry broken states 
are first order. Our understanding of this transition 
follows the idea of deconfined quantum criticality in 
which a novel particle emerges at the transition. This 
particle corresponds to a fractionalized cooper pair. 
The particlehole (particleparticle) condensate of this 
excitation corresponds the QSH (SSC).  Our model is 
the first explicit realization of this route to supercon
ductivity. 

C) Methods 
As  exemplified above, the auxiliary field quantum 
Monte Carlo (QMC) approach can simulate spin as 
well as fermion systems  in thermodynamical equilibri
um. It is based on the following representation of the 
partition function

where Φ is a highdimensional vector.  For a given 
field configuration we can compute the action, S, in 
polynomial time. In our explicit  implementation  the 
CPU time  scales as the inverse temperature times the 
cubed of the volume.  The challenges encountered in 
this method include.  A) The action has to be real so 
as to allow for Metropolis important sampling.  It turns 
out that there is a number of nontrivial models that fall 
in this  category. If the action is complex,  we are faced 
with a so called negative sign problem which requires 
reweighting schemes and invariably renders the ap
proach exponentially  expensive in inverse tempera
ture and volume.  B) Possibly long autocorrelation 
times.  Here we are  working on a number of different 
approaches to improve sampling and are including 

Photocatalytic water splitting with carbon nitrides

Langevin dynamics as well as hybrid Monte Carlo  up
dates in our ALFpackage. C) Reaching large vol
umes. This is especially important  for  investigations 
of quantum critical phenomena and requires the power 
SuperMUCNG.

Our ALFcode  uses  an MPIOpenMP environment.  
OpenMP   allows us to overcome the memory require
ments of our algorithm. They scale  as the inverse 
temperature times the square of the volume.  OpenMP 
also allows us to reduce the sweep time. This is 
especially important  for  massively parallel  simula
tions so to as to avoid using up all the CPU time in the 
warmup phase. 

Ongoing Research / Outlook

We are presently working on many other subjects  
including SU(N) quantum spin systems, electron
phonon interactions, spinfermion models, new 
(LandauLevel based) continuum regularizations to 
simulate topological  field theories.  Access to 
SuperMUCNG computational resources allows us to 
be very ambitious in the choice of our projects,  and is 
an  indispensable  tool for  our research.
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Figure 2: Phase diagram of the model introduced in Ref. 2.  At halffilling, μ=0, 
the Dirac semimetal gives way to a quantum spin Hall (QSH) insulator and 
then to an swave superconductor (SSC).
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Thermodynamics of the kagome lattice antiferro

magnet: tuning frustration and quantum fluctuations

Introduction

The spin½ kagome Heisenberg antiferromagnet 
(KHAF) is one of the most prominent and at the same 
time challenging spin models in the field of frustrated 
quantum magnetism, compare Fig. 1 for a sketch of 
the system. The first challenge concerns the nature of 
the ground state on which a plethora of studies exist. 
The second challenge concerns the thermodynamic 
properties of the quantum KHAF on which far less 
studies are available. The reason is of course that it is 
in general virtually impossible to evaluate 
thermodynamic observables such as heat capacity for 
an interacting manybody quantum system. The third 
challenge is given by the magnetization process of the 
spin½ KHAF, i.e., by evaluating the magnetization M 
as a function of the external magnetic field B. 

In our project we were able to determine the 
thermodynamic properties of the spin½ KHAF on a 
finite lattice of N=42 sites. These results were obtained 
by largescale numerical calculations (5 million core 
hours) using the finitetemperature Lanczos method 
(FTLM) employed in our groups [1]. The extension to a 
lattice of this (recordbreaking) size yields an improved 
insight into the lowtemperature physics of the model 
compared to previous studies restricted to significantly 
smaller lattices. Our experience is that our method of 
choice—the FiniteTemperature Lanczos Method [2]—
delivers quasi exact results for quantum spin systems 
[3].

Results and Methods

The investigated spin systems are modeled by a
spin½ Heisenberg Hamiltonian augmented with a 
Zeeman term,

where J is the antiferromagnetic nearestneighbor 
exchange coupling and B the external magnetic field.  

The complete eigenvalue spectrum of a spin system 
composed of spins s=½ can be evaluated for sizes of 
up to about N=24 depending on the available 
symmetries. For larger systems and in particular the 
results presented here we approximate the partition 
function according to FTLM as 

In the spirit of trace estimators, the trace is in a Monte
Carlo fashion replaced by a much smaller sum over R 
random vectors |ν> for each symmetryrelated 
orthogonal subspace н(γ) of the Hilbert space, where 
γ labels the irreducible representations of the 
employed symmetries. The exponential of the 
Hamiltonian is then approximated by its spectral 
representation in a Krylov space spanned by the NL 
Lanczos vectors starting from the respective random 
vectors |ν>. The vector |n(ν)> is the nth eigenvector 
of the Hamiltonian this Krylov space. This allows to 
evaluate typical observables such as magnetization 
and specific heat.
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Figure 1. Sketch of the structure of the kagome lattice. Spins reside at the 
vertices, whereas edges depict magnetic exchange interactions. The red 
disks represent localized magnons (of minimal size) that form a magnon 
crystal at small temperatures and elevated magnetic fields close to 
saturation.
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Thermodynamics of the kagome lattice antiferromagnet

We could produce two major results in this project: a 
rather complete discussion of the thermodynamic 
properties of the KHAF with N=42 for all temperatures 
and fields [4] as well as the presentation of a magnon 
crystallization which represents a new phase transition 
of the KHAF [5].

The most astonishing scientific achievement of our 
investigation of the N=42 KHAF is presented in Fig. 2. 
While the major maximum of the heat capacity at T ≈ J 
is practically independent of system size N, the 
second peak at very low temperatures moves to 
higher temperatures with increasing N. This is 
counterintuitive in view of common believes about the 
KHAF. Since for the classical KHAF the ground state is 
macroscopically degenerate, speculations were that 
this would lead to a macroscopic number of singlet 
states below the lowest triplet state in the respective 
quantum KHAF. Our findings demonstrate that these 
singlets are unevenly distributed below the lowest 
triplet in so far that the density of states of these 
singlets tends to move to higher energies with 
increasing size of the lattice. We speculate that in the 
thermodynamic limit, i.e. for N → ∞, the peak merges 
partially with the main peak and forms a low
temperature shoulder [4].

In the second part of the project we were able to 
present numerical evidence for the crystallization of 
magnons below the saturation field at nonzero 
temperatures for the KHAF. Thanks to the high 
magnetic field and the low temperatures at which this 
phase transition exist we could evaluate thermody
namic functions for much larger system sizes, 
compare Fig. 3. 

The phenomenon of magnon crystallization can be 
traced back to the existence of independent localized 
magnons or equivalently flatband multimagnon 
states. In Ref. [5] we present a phase diagram of this 
transition, thus providing information for which mag
netic fields and temperatures magnon crystallization 
can be observed experimentally. The emergence of a 
finitetemperature continuous transition to a magnon
crystal is expected to be generic for spin models in 
dimension greater than one where flatband multi
magnon ground states break translational symmetry.

Figure 3 shows the hall mark of the phase transition, a 
peak of the heat capacity at low temperatures that is 
expected to become sharper with increasing lattice 
size N. The maximum at higher temperatures is inde
pendent of N and not related to a phase transition. Our 
FTLM data thus confirm the very existence of a low
temperature magnoncrystal phase just below the 
saturation field as conjectured by the hard hexagon 
approximation [6] and as seen in experiment [7].

Ongoing Research / Outlook

The presented numerical investigations are the largest 
of their kind performed to date. They have been made 
possible by an adaption of the program spinpack, de
veloped by Jörg Schulenburg, to the architecture first 
of SuperMUC Phase 2 and later SuperMUCNG. 
Massive hybrid MPI/OpenMP parallelization is 
employed to map the sparse Hamiltonian matrix as 
well as the Lanczos vectors onto the nodes of 
SuperMUC.

Our studies demonstrate that accurate numerical 
investigations of highly frustrated spin systems by 
means of FTLM are very well possible on highly paral
lelized supercomputers. They pave the road for 
deeper investigations of other fascinating quantum 
magnets.
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Figure 3. Specific heat for B=0.99Bsat for various finitesize realizations of the 
KHAF. For N=45,54,63,72, where too large Hilbert subspaces had to be 
neglected, only the lowtemperature part of the specific heat is displayed; it is 
virtually correct for all system sizes [5].

Figure 2. Heat capacity of small cutouts of the KHAF [4].
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Finitetemperature Lanczos simulations 

of magnetic molecules

Introduction

Magnetic molecules constitute a fascinating class of 
magnetic quantum spin systems with potential applica
tions in storage and quantum computing technology 
as well as in magnetocalorics. The theoretical simula
tion of their properties often poses a massive problem 
since their quantum description in Hilbert space is 
equivalent to matrixvector problems of very high 
dimension. In order to assess their thermal properties 
as e.g. magnetization or heat capacity approximations 
are needed. Our group [1] uses the finitetemperature 
Lanczos method (FTLM) for quantum spin systems 
which delivers quasi accurate results up to Hilbert 
space dimensions of about 1010 [2]. Our expertise 
makes us attractive for many groups working on mole
cular magnetism worldwide. Figure 1 shows a selec
tion of molecules investigated by us in this project over 
the past years [3].

Results and Methods

In this contribution we want to discuss magneto
calorics as one prominent application in the field of 
molecular magnetism. Magnetocalorics denotes the 
property of magnetic materials to heat up or cool down 
while the external magnetic field is swept for instance 
in an adiabatic (isentropic) process, i.e. with constant 
entropy. This allows to construct refrigerators for sub
kelvin cooling with such materials. One goal therefore 
consists in finding new and better magnetic molecules 
for subkelvin cooling. 

The quality of the magnetocaloric properties of a 
molecule can be characterized by several figures of 
merit: the slope of the isentropes (curves of constant 
entropy) corresponding to the cooling rates, the adi
abatic temperature change, the isothermal entropy 
change, and the temperature change that can be 
achieved with a certain field sweep starting from an 
initial temperature. The latter two are displayed in 
Fig. 2 in the rightmost column for a molecule contain
ing seven gadolinium ions.

There are various ways to optimize these properties 
for certain applications. One important concept is to 

achieve very high densities of lowlying states for 
certain values of the magnetic field so that in a field 
sweep the entropy varies considerably and large 
cooling rates may be obtained. Such a behavior is 
often observed in frustrated quantum magnets. The 
term “frustrated” denotes the property of the spin sys
tem to be not able to satisfy all magnetic interactions 
in the ground state; in other words, we observe com
peting interactions. Then the energy spectrum of the 
molecule may exhibit unusual degeneracies of ground
state energies as a function of field as is also ob
served in lowdimensional quantum spin systems such 
as the kagome lattice antiferromagnet or the sawtooth 
chain.

It was a lucky coincidence that a molecule with the 
structure of a sawtooth (or delta) chain could be 
synthesized by our collaboration partners a KIT (group 
of Annie Powell), for the structure see Fig. 3. This 
molecule features very unusual properties. Not only 
did it show the largest ever found groundstate spin at 
the time of its synthesis, it also exhibits a quantum 

Figure 1: Structures of magnetic molecules investigated in this project over 
the past years [3]. The Hilbert space dimension of the system of 13 FeIII spins 
of 5/2 for the molecules in the lower left is 613=13,060,694,016, to provide an 
example of the size of such problems for linear algebra solvers. 
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phase transition [4]. A quantum phase 
transition takes place at T=0 as a function of 
another external parameter such as magnetic 
field or pressure and denotes a massive 
change of the character of the ground state. 
In our case it is accompanied by a huge 
degeneracy of groundstate energy levels at 
the critical point αc. This variable denotes the 
ratio of the two exchange interactions present 
in Fe10Gd10; they are marked by red dashed 
and blue solid lines in Fig. 3 (left). Although 
the quantum phase transition happens strictly 
at T=0, it influences the magnetic properties 
at elevated temperatures, too. The physical 
properties of the quantum critical material in the cone
like region inside the two branches of the critical 
isentrope (red curves in Fig. 3 (right)) is drastically 
determined by the quantum phase transition. In this 
region also the magnetocaloric properties are rather 
unusual. For Fe10Gd10 we speculate that it should 
show barocaloric properties as well, since the ratio of 
the two exchange interactions is likely susceptible to 
pressure changes.

Summarizing, one could say that modern molecular 
magnetism teaches us a lot about quantum spin 
systems, see [5] for a recent review.

Ongoing Research / Outlook

Investigations such as those sketched in this 
contribution are only possible with the help of modern 
HPC architectures. The reason consists in the huge 
dimensions of the underlying Hilbert spaces. This 
dimension grows exponentially with the number of 
spins and yields for N spins of spin quantum number s 
a value of (2s+1)N. Already for rather small N the 
dimension renders any exact linear algebra computa
tion, such as determination of eigenvalues, impossible. 
Even the use of symmetries can attenuate the prob
lem only somewhat.

The use of trace estimators that built on imaginary 
time evolution in Krylov spaces has proven to deliver a 
very efficient and accurate approximation for the 
thermal observables of quantum spin problems with 
dimension of Hilbert spaces up to 1010. Such schemes 
can be numerically treated as openMP, MPI or hybrid 
MPI/openMP programs. The core operation consists of 
matrix vector multiplications for which very efficient 
schemes and precompiled libraries, e.g. BLAS, can 
be employed.

SuperMUCNG constitutes a perfect platform to 
achieve competitive, if not even worldleading, solu
tions in molecular magnetism.
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Figure 2: Example of magnetic observables usually determined for magnetic molecules. The two figures in the rightmost column display two figures of merit for 
magnetocalorics, the isothermal entropy change and the temperature change that can be achieved with a certain field sweep starting from an initial temperature [3].

Figure 3: Structure of the magnetic core of the magnetic molecule Fe10Gd10 (left) as well as 
phase diagram showing the critical isentrope (red curves) as well as sketches of the two 
magnetic phases separated by the quantum phase transition (right).
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Oxygen activation at Au/TiO2 nanocatalysts

Introduction

The backbone of industrial chemistry is heteroge
neous catalysis. Even small improvements of the used 
catalyst, often based on mechanistical insights, may 
enhance the efficiency in terms of energy consumption 
and/or selectivity. Such insights can be provided by 
computer simulations of model systems consisting of a 
few hundred atoms, while experiments often lack the 
required atomistic resolution.

Highly dispersed gold/titania catalysts are widely used 
for key reactions, notably including the selective oxida
tion of alcohols, for which we identified the activation 
of molecular oxygen as crucial reaction step.

Here, we take advantage of enhanced sampling ab 
initio molecular dynamics (AIMD) [1] simulations using 
a wellestablished model of a gold nanoparticle 
(AuNP) supported by titania (TiO2) [2,3,4,5] (Figure 1) 
in order to elucidate the details of the mechanism and 
the corresponding energetic contribution of the activa
tion of molecular oxygen at this nanocatalyst.

Results and Methods

We performed largescale ab initio thermodynamic 
integration simulations with the oxygen molecule being 
in direct contact to the Au/TiO2 nanoparticle and being 
in contact with the titania surface only, providing an 
internal reference case [5].

In summary, the direct contact between O2 and the Au/
TiO2 interface is responsible for a 70% decrease in 
free activation barrier of oxygen dissociation compared 
to the case with O2 adsorbed at the surface only (see 
Figure 2). Furthermore, the transition state (the maxi
mum of the activation free energy curve) is located at 
shorter O–O bond length. This results in a much 
enhanced oxygen activation at this nanocatalyst com
pared to bare TiO2.

This dramatic catalytic effect is explained by the 
charge transfer towards the oxygen molecule. In both 
cases most of the charge is transferred from the Ti 
atoms where the O2 is bound. However, if adsorbed at 
the AuNP perimeter site the O2 receives additional 
electronic charge density from the nearest Au atom of 
the AuNP. This amount of additional charge transfer 
increases with the elongation of the O–O bond (see 
Figure 3).

Further analyses allowed to explain how the enhanced 
charge transfer enhances the oxygen activation based 
on the properties of the electrons at the complicated 
O2/AuNP/TiO2 interface. The interaction of the AuNP 
with the oxygen molecule lowers the energy of an anti
bonding orbital of the oxygen molecule. This causes 
the orbital to be occupied earlier in the activation 
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Figure 1: Closeup of the Au/TiO2 nanocatalyst 
system used to simulate the activation of 
molecular oxygen. The TiO2 slab is shown in 
dark red (O) and cyan (Ti), the AuNP in gold, 
and the adsorbed O2 in red.
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Figure 2: Free energy profiles for oxygen dissociation at a Au/TiO2 perimeter 
site (red) and far from the AuNP (green); the shaded areas illustrate the 
statistical error. Representative configuration snapshots (top row) show a top 
view of both adsorption sites. See Figure 1 for the color code.



Oxygen activation at Au/TiO2 nanocatalysts

process by the addi
tional charge trans
ferred, facilitating the 
oxygen activation.

Therefore, the direct 
contact between O2 
and the AuNP an
chored at the TiO2 
surface is identified 
as the key aspect in 
enhanced oxygen 
activation at Au/TiO2 
nanocatalysts.

Performance and 
scaling

The AIMD simula
tions were carried 
out using CPMD [6] 
which is a DFT
based molecular dy
namics code. The 
electronic structure of the nanocatalyst model was 
described by a plane wave basis set in combination 
with ultrasoft pseudopotentials. The ionic and electron
ic degrees of freedom of the system are timepropa
gated with an extended Lagrangian scheme, which is 
the most computationally demanding part of the 
calculation.

Such task is efficiently performed using processor 
groups (Pgr). Within a Pgr parallelization is realized via 
MPI and either MPI or OpenMP/Vector for internode 
and intranode communication processing, respective
ly. At this level of parallelization the allocation of 140 
cores allowed for the highest speedup for our Au/TiO2 
nanocatalyst model. Herein we employed OpenMP 
parallelization with groups of seven cores per MPI task 
using 20 nodes (4 MPI tasks per haswell node) to 
allow for higher memory consumption per task. The 
3DFFT of the electronic wavefunctions is split up 
efficiently into two 2DFFT per MPI task. Further levels 
of parallelization like computing one 2DFFT per MPI 
task or further options within the CPMD code, e.g. via 
KohnSham orbitals, resulted in lower speedup. Thus, 
production runs were carried out with 2DFFT 
parallelization giving the best utilization of the granted 
CPU time and the best time to solution. In addition, 
there exists another trivial level of parallelization which 
is the number of replicas used in the thermodynamic 
integration method. Each replica is independent of 
other replica of the system, allowing several simula
tions at the same time.  On SuperMUC the presented 
results have used approximately 10 million core hours. 
Besides bookkeeping of the trajectory data at every 
MD step larger disk I/O demands during such jobs 
were complete restart files which were written every 
four hours and were 4.2 GiB in size.

Ongoing Research / Outlook

The new SuperMUCNG framework allows us to 
include explicit water molecules in our ab initio molec
ular dynamics simulations. Currently, we are using the 

Au/TiO2 model to investigate the origin of the en
hanced O2 activation at this catalyst in the aqueous 
phase, with which we will be able to quantify such 
activation enhancement in liquid vs. gas phase in 
terms of free energy barriers. Such insights will be of 
great interest for the heterogeneous catalysis field. 
These simulations require about twice the computa
tional resources as the presented thermodynamic 
integration simulations due to the necessary sampling 
of the water dynamics. We estimate an increase in 
computational cost by about 100 times for upcoming 
projects which would be required to allow for more 
complex reactions to be simulated.
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Figure 3: Charge density differences upon adding the O2 molecule to the 
surface at different O−O bond lengths as indicated by the labels in the graph 
of Figure 2 (∆ρ = ρ(O2/Au/TiO2)  ρ(Au/TiO2)  ρ(O2)). AuNP, Ti, O atoms and the 
O2 molecule are depicted in gold, cyan, dark red, and red, respectively. Green 
and blue isosurfaces show charge accumulation and depletion at an isovalue 
of ±0.01 |e−| Å3, respectively.
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Supercritical Water is not Hydrogen Bonded

Introduction

Hydrogenbonding and the threedimensional Hbond 
network topology certainly is the hallmark of water. 
Thus, thinking about water is inextricably linked to H
bonds. In our [1] recent funding period, we went out to 
answer the question if this common connotation 
remains valid in the supercritical phase of water. 

The supercritical phase of matter is reached as soon 
as the temperature and the pressure exceed their 
respective critical values (Tc = 647K, pc = 221bar, and 
ρc = 0.332kg/L in case of water). Although these 
thermodynamic conditions might sound exotic at first 
glance, supercritical water (SCW) occurs also 
naturally, e.g. in hydrothermal formation processes 
and in socalled “black smokers” at the bottom of the 
deep sea. Besides, SCW is envisaged for or already in 
use in several applications as a “tunable solvent 
environment”.

To understand solvation processes in SCW, e.g. for 
chemical synthesis, a detailed knowledge about the 
microscopic properties of SCW is inevitable. Here it 
was already well known that the famous tetrahedral 
arrangement of the water molecules is destroyed in 
SCW. Moreover, Hbonds have also been investigated 
in the literature with the result that their extent is 
largely diminished, however that “some” Hbonding 
persists in SCW.

In this project we employed extensive ab initio molecu
lar dynamics (AIMD) simulations to study the structure, 
dynamics, and electronic properties of SCW [2,3]. 
Furthermore, we also assessed the vibrational spec
trum of SCW in the THz frequency regime [3], where 
the socalled intermolecular Hbond network mode is 
located. This mode directly monitors the intermolecular 
vibration between adjacent water molecules and thus 

gives a direct handle to the intermolecular dynamics in 
water. Using this spectral response, we show that 
SCW should not be considered a “Hbonded” fluid [3]. 
Instead, we show that SCW can be regarded as an 
isotropic van der Waals fluid [3].

Results and Methods

Correlation lengths and times are known to be large in 
SCW. However, this is a problem for AIMD simulations, 
where electronic structure calculations are employed 
to obtain the forces at each time step. Since these 
computations are rather demanding, the system size 
and the simulation lengths are limited. For that reason, 
we employed a cascade of simulations which is illus
trated in Fig. 1. First, we performed an inexpensive 
molecular dynamics simulation for 10 ns which is used 
to cover the large correlation lengths and times in 
SCW. From this simulation we started 10 independent 
AIMD simulations in the NVT ensemble at constant 
temperature for 25 ps each. In the last step we 
performed 40 subsequent AIMD simulations in the 
NVE ensemble, where the starting configurations are 
drawn from the preceding NVT simulations. All 
physical properties described in the following are 
drawn from the 40 independent NVE simulations 
[2,3,4].

For our analysis we selected in total 20 thermody
namic state points for which the described simulation 
protocol  is carried out. Using these state points allows 
us to understand how the water structure changes 
systematically as a function of temperature from ambi
ent towards supercritical conditions and from high 
density SCW to low density SCW. These thermody
namical pathways are illustrated in Fig. 2. In total, we 
simulated about 20 ns of AIMD trajectories using 
about 20 Mio corehours on SuperMUC and (partly) 
SuperMUCNG.

From the AIMD simulations we extracted 
two key observables, namely the lifetime 
of a Hbond and the oscillation period of 
an intermolecular water—water contact. 
Since the Hbond lifetime is quantitatively 
dependent on the employed structural H
bond criterion, we employ different ways 
to obtain it in order to get a solid estimate 
as elaborately explained in Ref. [3]. These 
two purely dynamical quantities can then 
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Figure 1: Schematic illustration of the employed simulation protocol (see 
text). Reproduced from Ref. [4] with permission from the PCCP Owner 
Societies.
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Supercritical Water is not Hydrogen Bonded

be compared as shown in Fig. 3. In case of ambient 
liquid water, we find an oscillation period of about 0.18 
ps and a Hbond lifetime of 1.41 ps. This implies that 
an intermolecular Hbond between two water mole
cules vibrates roughly ten times, before the Hbond 
breaks apart. This dynamical behavior directly resem
bles the familiar picture of liquid water. 

However, this picture changes dramatically when the 
temperature is increased towards supercritical condi
tions: At 750 K the oscillation period is about 224 fs 
and the Hbond lifetime is only about 78fs. This implies 
that the lifetime of a putative Hbond in SCW is shorter 
than the intermolecular vibration period. This observa
tion holds true for all investigated supercritical state 
points irrespective of the density.

This imposes important consequences for Hbonding 
in SCW: Hbonds are broken while an intermolecular 
vibration is still ongoing which implies that the vibration 
is completely unaffected by the presence of a struc
tural Hbond motive. It also suggests that the direction
ality in water, which is imprinted by the Hbonds at am
bient conditions, is completely lost. Indeed, we elabo
rately show in our paper [3] that water molecules in 
SCW behave strikingly similar to an isotropic van der 
Waals fluid. In other words: The location of the H 
atoms in SCW is completely irrelevant for the intermol
ecular interactions.

Ongoing Research / Outlook

In the previous funding periods, we have in detail 
understood how the structure, dynamics, and elec
tronic properties in SCW change with respect to 
ambient liquid water. Given the remarkable conclusion, 
that SCW is not Hbonded, we now want to advance 
our research towards solutions in SCW. An archetype 

of a solute in liquid water are simple ions because they 
are the smallest possible chemical compounds. More
over, their interaction with the adjacent water mole
cules at ambient conditions including their specific 
response in the THz frequency regime of the vibra
tional spectrum is well understood [5]. It is therefore 
suggestive to start to investigate solvation processes 
in SCW using simple aqueous ion solutions and inves
tigate how the solute/water interactions change as a 
function of temperature and density, in full analogy to 
what has been done for pure sub and supercritical 
water [2,3,4].

From this follow up research project we aim to micro
scopically understand why solvation properties in 
SCW are dramatically different compared to ambient 
liquid water. Indeed, our work on pure water already 
suggests that we can truly expect fundamentally differ
ent microscopic interactions at supercritical solutions 
compared to what is known at ambient conditions.
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Figure 3: Oscillation period of the intermolecular water–water stretching 
vibration plotted against the Hbond lifetime. Reproduced from Ref. [3].

Figure 2: Liquidvapor coexistence curve of water including the experimental 
critical point and the critical point of our simulation model (RPBED3) as well 
as the simulated state points (green triangles). Reproduced from Ref. [4] with 
permission from the PCCP Owner Societies.
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Transition metal oxide surfaces and interfaces for electronic 

and energy conversion applications

Introduction

Transition metal oxide interfaces host a remarkably 
rich electronic behavior distinct from the one of the 
bulk compounds, which opens perspectives for new 
electronics and spintronics devices as well as for 
energy conversion applications (e.g. water splitting, 
thermoelectrics). During the reporting period our work 
within pr87ro has focused on three areas: the first one, 
funded by the DFG within CRC TRR80, comprises the 
search for topologically nontrivial phases within per
ovskite and corundumderived oxide superlattices 
hosting a honeycomb pattern. A number of promising 
candidates for Chern insulators – the timereversal 
symmetry broken analogues to the Z2 topological insu
lators – were identified, besides a rich variety of orbital 
and magnetic reconstructions that are not available in 
the bulk or (001)oriented superlattices. The second 
area funded by the priority program SPP1613 and cur
rently CRC TRR 247 deals with understanding and 
optimization of the activity of anode materials for water 
splitting. In particular, detailed insight was obtained on 
the role of the surface orientation, termination and 
dopants on the performance of anodes in the oxygen 
evolution reaction. Specifically, active sites with some 
of the lowest reported overpotentials were identified 
and their efficiency correlated with the underlying elec
tronic properties. Last but not least, we focused on the 
role of reduced dimensions in improving the thermo

electric properties in oxide superlattices and predict 
encouraging power factors that are comparable with 
some of the bestperforming oxide thermoelectrics, 
demonstrating that quantum confinement is a promis
ing strategy to enhance the thermoelectric response in 
correlated transitionmetal oxide superlattices that can 
be extended to a broader class of materials combina
tions. 

Results and Methods

Confinementdriven electronic and topological phases 
in perovskite and corundumderived oxide honeycomb 
lattices
Within this project funded by DFG, CRC TRR80 we in
vestigated the possibility to stabilize nontrivial topologi
cal phases in oxide superlattices hosting a honeycomb 
pattern.  The systematic DFT+U calculations with the 
VASP and WIEN2k codes were extended from 3d to 
4d and 5d cases [2,3]. Several promising candidates 
for Chern insulators –were identified in perovskite and 
corundumderived superlattices (SLs) [2,3]. One ex
ample is the LaPtO3 honeycomb bilayer confined by 
LaAlO3(111) shown in Fig. 1. Spinorbit coupling leads 
to a band inversion and avoided crossing of the major
ity and minority bands around K in the Brillouin zone 
and the opening of a band gap of 38 meV. The Berry 
curvature exhibits a ringlike structure along the line of 
avoided crossing. Furthermore, a reversal of the spin 
orientation is observed in the spin texture. Thus 
(LaPtO3)2/(LaALO3)4(111) with symmetric sublattices of 
the honeycomb layer at the lateral lattice constant of 
LaAlO3 emerges as a Chern insulator with C = 1. In 
contrast, increasing the lateral lattice constant leads to 
a disproportionation with two inequivalent Pt ions with 
magnetic moments of 1.06 µB and 0.32 µB [3].

Role of the surface orientation and termination on the 
OER performance of CoxNi1xFe2O4 (funded by DFG, 
SPP1613 and CRC TRR247)
To shed light on the origin of improved OER 
performance in Nidoped cobalt ferrite we explored the 
effect of cation mixing, surface orientation and termi
nation in the CoxNi1xFe2O4 spinel [4,5]. The DFT+U 
calculations performed with the VASP code on typical
ly 192 cores show that overall, the overpotential is low
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Figure 1: Band structure of (LaPtO3)2/ (LaAlO3)4(111) at aLAO with majority (blue) 
and minority (green) bands crossing at EF around K (top left). Spinorbit coupling 
leads to a band inversion and avoided band crossing around K (right), visible as 
a ringlike structure in the Berry curvature Ω(k) (bottom left) and a spin reversal 
in the spin texture (bottom right).
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ered for x = 0.5, compared to the end members. While 
the overpotential for the (111) surface is higher (0.55 
V) [4] than the experimental value (0.34 V), a 
significant reduction is obtained for the (001)surface.

In particular, when terminated with an additional tetra
hedral  Felayer (Alayer), Co0.5Ni0.5Fe2O4(001) ex
hibits one of the lowest theoretically reported over
potentials of 0.26 V, that lies even above the volcano 
of η vs. the difference in binding energies of *O and 
*OH species (Fig. 2), due to a deviation from the 
standard scaling relationship. Octahedral Co cations 
are identified as the active sites.  Analysis of the 
electronic properties and spin densities illustrates that 
the additional Fe layer stabilizes a bulklike oxidation 
state of +2 for Co and Ni at the Alayer termination, 
while at the Blayer termination they are oxidized to 
+3. Moreover, the unusual relaxation pattern enables 
the formation of a hydrogen bond of the OOH interme
diate to a neighboring surface oxygen (Fig. 2) that 
lowers the reaction free energy of this formerly rate
limiting step, leading to a deviation from the scaling re
lationship and almost equidistant reaction freeenergy 
steps of intermediates. This renders an example of 
how a selective surface modification can result in a 
significant improvement of OER performance [4,5].

Insight and optimization of the thermoelectric 
properties in oxide superlattices exploiting reduced 
dimension (funding by DFG within CRC TR80, project 
G8)
We explored the effect of t2g orbital occupation on the 
electronic, magnetic, and thermoelectric properties of 
(SrXO3)1/(SrTiO3)n(001) superlattices with n=1,3 and 
X=V, Cr, and Mn by using density functional theory 
calculations with the Wien2k code with an onsite 
Coulomb repulsion term combined with Boltzmann 
transport theory, using the BoltzTrap code. Disentan
gling the effect of quantum confinement and octa
hedral rotations, we find that the groundstate super
lattice geometries always display finite octahedral rota
tions (see Fig. 3), which drive an orbital reconstruction 
and a concomitant metaltoinsulator transition in con
fined SrVO3 and SrCrO3 single layers with ferro and 
antiferromagnetic spin alignments, respectively.

On the other hand, the confined SrMnO3 layer exhibits 
electronic properties similar to the bulk. We show that 
confinement enhances the thermo elec tric properties. 
Large roomtemperature Seebeck coefficients are 

obtained for the tilted superlattices, reaching up to 600 
μV/K near the band edges (Fig. 3). The estimated 
attainable power factors compare favorably with some 
of the best performing oxide thermo elec trics, demon
strating that the idea to use quantum confinement to 
enhance the thermoelectric response in correlated 
transitionmetal oxide superlattices can be applied to a 
broader class of materials combinations [6].

Ongoing Research / Outlook

The access to SuperMUCNG was essential to 
achieve the reported results due to the large system 
sizes and number of studied configurations. Currently 
the investigations within CRC TRR80 are extended 
from the honeycomb to dice lattices, whereas further 
spinel and perovskite surfaces are studied within CRC 
TRR247 to relate the structural patterns and environ
ments to their catalytic activity.   
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Figure 3: (left) Side view of the (SrMnO3)1/(SrTiO3)1(001) SL showing the octa
hedral tilts, spin density and band structure with in and crossplane transmis
sion. (right) Seebeck coefficient, conductivity and power factor divided by the 
relaxation time, showing substantial values of S and PF/τ at the band edges [6].

Figure 2: Overpotential versus the binding energy differ ren ce of *O and *OH 
for different reaction sites and terminations of the CoxNi1xFe2O4 (001) and (111) 
surface. The left panels show a side view of the spin density of the *OOH inter
mediate at a Co active site for  the A and B terminations [5].
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Quantum Chemical Modeling of Actinide Interaction 

with Cement Phases

Introduction

Selecting a site and constructing a final deep geolog
ical repository for highly radioactive waste, as well as 
ensuring the safety of the complex have to take into 
account the interaction of radioactive elements with 
water and rocks and also with containment and 
construction materials. Cement is widely used in 
underground constructions and for barriers against 
migration, as well as for solidifying radioactive waste. 
Thus, understanding the interaction of hazardous 
elements with cement is an important aspect in safety 
considerations and longterm modeling of a deep 
geological repository. 

Due to nuclear power generation, uranium forms a 
large part of the radioactive waste that has to be 
safely stored. Other early actinide elements, in smaller 
amounts, appear as fission and decay products. Quite 
some experimental work has been devoted to the 
interaction of actinides with cement. In our project we 
carried out the first quantum mechanical computa
tional studies on actinide sorption at model minerals 
representing essential cement phases, aiming at a 
mechanistic understanding at the atomic scale.

An essential product of the initial hydration of cement 
are calcium silicate hydrate phases (CSH), leading to 
the solidification of fresh cement. In aging cement 
CSH phases are also newly formed. During cement 
degradation CSH phases are rather resistant. Spectro
scopic experiments have shown that the interaction 
and binding of actinide ions to cement is very similar to 
the sorption behavior on CSH phases [1]. Thus, CSH 
phases are regarded as the essential sorbing phase of 
cement for actinides. Batch and laser fluorescence 
spectroscopic experiments showed that actinides sorb 
fast at CSH phases, forming several sorbed species. 
These observations indicate a complex sorption sys
tem as the CSH substrate as well as the actinide 
sorption complexes are multifarious.

CSH phases exhibit only very small crystallites or are 
even gel like; thus, the structure of various CSH 
phases is only poorly known. For the more interesting 
aged cement with CSH phases with a calciumto
silicon ratio (C/S) below 1.2, the structure is regarded 

to be similar to tobermorite minerals. The latter consist 
of sheets formed by a monoatomic calcium oxide 
layer, decorated at both sides with silicate chains 
(Fig. 1). These chains consist of SiO4 tetrahedra with a 
periodicity of three units, where two tetrahedra are 
bound to the calcium oxide layer (pairing tetrahedra) 
and the third one bridges the pairing ones. Depending 
on the distance between sheets, one distinguishes 
several variants of tobermorite, containing a variable 
amount of water between the layers. For our studies 
we choose 14 Å tobermorite with C/S ratios of 0.67, 
0.83 and 1.00 as model minerals. We also considered 
structures where bridging silica tetrahedra are missing, 
representing known defects in CSH. As the interlayer 
distance of CSH phases is known to decrease from 
about 13.5 Å for low C/S to 11 Å for high C/S, we also 
inspected 11 Å tobermorite as a substrate for actinide 
sorption.

Results and Methods

To model computationally how actinide ions interact 
with CSH model minerals, we carried out density 
functional calculations applying the plane wave 
approach as implemented in the MPI parallelized soft
ware VASP [2]. Electronic exchangecorrelation effects 
were described by a functional of generalized gradient 
approximation type [3], including spin polarization 
where needed. Core electrons were represented by 
the projector augmented wave approach, accounting 
also for the relativistic effects in heavy elements [2]. 
Tobermorite bulk and surface models of CSH were 
described by periodic supercell models comprising 
about 450 atoms per unit cell. Water in contact with a 
tobermorite surface is modeled as a film of about two 
layers of water molecules. Preferred sorption sites and 
complexes in the interlayer or at surfaces of 
tobermorite are difficult to determine, due to a large 
number of soft degrees of freedom associated with the 
interlayer and the surface water. Facile reorganization 
of water arrangements leads to many minima on the 
potential energy surface which are close in energy. To 
achieve representative and comparable species and 
structures, which are not biased by the atomic 
configurations at the start, an ab initio molecular 
dynamics technique (AIMD) is applied [3]. Each 
system is equilibrated for at least 4 ps at room temper
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ature to relax the soft degrees 
of freedom, followed by a step 
where the structure of the 
system is optimized. Subse
quently, we cycled an AIMD 
step of 1 ps followed by an op
timization step until the total 
energy between subsequent 
optimization steps changed by 
less than 0.1 eV. In these cal
culations, we typically used 
200–400 cores; determining a 
single sorption complex re
quired 40–80 hours on 
SuperMUC or SuperMUCNG. 

We examined in some detail 
the sorption of uranium(VI), 
which forms the uranyl ion 
UO2

2+.  Xray absorption fine 
structure measurements [4] 
show that uranyl typically forms 5 bonds to oxygen 
centers (coordination number CN = 5), 26 to Si and 1
4 to Ca neighbors. With our calculations for uranyl 
absorption in the interlayer we identified several types 
of sorption sites (Fig. 1). Depending on the C/S value, 
different sorption sites may be preferred. Uranyl is 
typically bound to 4 oxygen neighbors and shows 13 
Si and up to 3 Ca neighbors. Various calculated 
interatomic distances satisfactorily reproduce mea
sured values [3]. Besides bonds to tobermorite and 
water ligands, uranyl may also carry OH ligands, 
especially for higher C/S values. Compared to experi
ment, calculated CN values are somewhat too low. 
None of the sorption complexes modeled reproduces 
all measured interatomic distances. This may be 
interpreted to indicate that several sorption complexes 
are present in the experimental probes. 

For comparison we also inspected uranyl absorption in 
11 Å tobermorite. Due to its smaller distance between 
layers, all sorption complexes found for 11 Å 
tobermorite are of layer bridging character (Fig. 1). 
Interatomic distances and CN values were calculated 
to be rather similar to 14 Å tobermorite. Only the CN to 
Si increased on average. Thus, both tobermorite 
variants can be regarded as reasonable models for 
CSH phases. 

Furthermore, we explored uranyl adsorption on 
tobermorite surfaces on the example of the basal 
(001) surface which is parallel to the tobermorite 
sheets. Various adsorption complexes of uranyl show 
similar interatomic distances as for absorption in the 
interlayer. CN values related to Si and Ca are lower 
than for species in the interlayer. Calculated CN 
values for complexes at the surface underestimate 
measured ones more strongly than for complexes in 
the interlayer. Thus, absorption in the interlayer should 
be the dominating sorption mechanism for uranyl, 
although estimated sorption energies are comparable 
for ad and absorption.

For actinides of oxidation states III and IV, experi
ments suggest that sorption in CSH occurs not only in 

the interlayer, but also by incorporation in the CaO 
layer. In ongoing studies on the examples of U(IV) and 
Cm(III), we are comparing both sorption modes. 
Calculated CN values for U(IV) in 14 Å  tobermorite 
agree better with experiments for Np(IV) and Pu(IV) 
when U(IV) is incorporated in the CaO layer, in 
agreement with estimated energies. Experiments for 
the lanthanides Eu(III) and Nd(III), which are regarded 
as analogs to actinides, yield geometry parameters 
and CN values in fair agreement with our results for 
Cm(III) in 14 Å  and 11 Å tobermorite. Only for the CN 
value to Ca, lower numbers than calculated for Cm(III) 
incorporation have been measured. This suggests that 
for actinide(III) absorption in the interlayer and incor
poration in the CaO sheet should both occur, which is 
supported by similar calculated energies. Thus, our 
computational studies confirm sorption by incorpora
tion for U(IV) and Cm(III), although a rather fast 
sorption process is reported in experimental studies 
for this solidstate reaction. 

Ongoing Research / Outlook

The results of this project support tobermorite as a 
model for CSH and led to a new atomistic model of 
actinide sorption in CSH phases, which will be extend
ed in ongoing studies. These results help to construct 
thermodynamic models of actinide sorption in cement, 
which are required for studying actinide migration and 
safety considerations. This work has been carried out 
in the joint project GraZ, funded by Bundesministerium 
für Wirtschaft und Energie under project no. 
02E11415E.
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Figure 1: Schematic representation of 14 Å tobermorite. The calcium oxide layer is indicated in green, silica 
chains in gray. In the central interlayer, pairing (blue) and bridging (red) silica tetrahedra of the silica chains 
are distinguished. Actinide ions might sorb at a surface (Adsorption), in the interlayer (Absorption) or be 
incorporated in the calcium oxide layer (Incorporation). Typical sites for actinide absorption in the interlayer 
(layer bridging, at a defect, at an edge of a bridging silica tetrahedron, or chain bridging) are indicated by blue 
dots.



Introduction

This project provides computational resources to the 
numerically oriented PIs of the SFB 1170 on Topologi
cal and Correlated Electronics at Surfaces and Inter
faces. With the discovery of graphene, Dirac electrons 
became a common feature in the solid state. An aim of 
our research, that is summarized in the first two sec
tions, is to identify materials where correlation effects 
in Dirac systems may become dominant [1,2]. Spin 
orbit coupling is a key feature to understand spintron
ics as well as the surface states of strong topological 
insulators. In a recent paper [3], summarized in the 
third section, the origin of the Rashba spinorbit cou
pling is discussed. The last section summarizes work 
studying the  Heisenberg model on the pyrochlore 
lattice [4]. Our calculations rely on combining first 
principle methods, the Vienna ab initio simulation 
package (VASP), with the constrained random phase 
approximation to obtain the Coulomb interaction, and 
the pseudofermion functional renormalization group 
(PFFRG) to study magnetism. The success of the 
research hinges on access to  SuperMUCNG. 

Turbulent hydrodynamics in strongly 
correlated Kagome metals 

In an interdisciplinary effort between ab initio studies, 
phenomenological solid state theory, and AdS/CFT 
holography, we put forward correlated Kagome metals 
at Dirac filling as a new arena for Dirac fluids with a 
large effective fine structure constant α, which allows 
to access the regime of turbulent hydrodynamic 
electron flow. We propose correlated Kagome metals 
at Dirac filling, and the prototypical example of Sc

substituted Herbertsmithite (Figure 1a), as a new class 
of materials suited to reach the strong coupling regime 
of hydrodynamic Dirac electron flow. Standard 
methods such as Fermi liquid theory are not applicable 
in the strongly coupled regime.  We used the concept 
of duality, by which a strongly coupled system is 
equivalently described by a gravity theory involving a 
black hole, providing then a new extrapolation of the 
ratio of shear viscosity over entropy density η/s to 
intermediate coupling values. Analysing ScHerbert
smithite from this AdS/CFT angle, with a calculation of 
η/s as function of α, we found that a Dirac fluid with 
coupling strength α=2.9 (from ab initio cRPA 
calculations) quickly approaches the perfect quantum 
fluid limit, and AdS/CFT bounds motivate a phenome
nological error bar  (Figure 1b). The effective electron 
coupling in ScHerbertsmithite is three times that of 
graphene. This renders the Reynolds number suffi
ciently large to bring turbulent regimes within experi
mental reach. 

Kagome metalorganic frameworks as a 
platform for strongly correlated electrons 

We investigated with ab initio techniques a monolayer 
of Copper Dicyanoanthracene (CuDCA). This metal
organic compound crystallises in a Kagome lattice, 
which crucially determines the electronic structure. A 
DFT simulation revealed the presence of typical three
Kagomelike bands at the Fermi level, consisting of 
one flat band and two bands linearly crossing at the K 
point of the Brillouin zone. This crossing defines the 
topological socalled Dirac point at the Fermi level. In 
its vicinity, the electrons disperse linearly with a Fermi 
velocity vF ~ 0.8 eVÅ. There are vanHovesingularities 

in the Density of States (DOS) which 
can stabilise the formation of new elec
tronic phases. These Kagome bands 
are formed by three pzlike orbitals origi
nating in the DCA molecules. A subse
quent cRPA calculation estimated the 
screened Coulomb interaction, which is 
an order of magnitude larger than the 
electronic bandwidth, indicating the im
portance of correlations in this system. 
Even though the Wannier functions 
spread throughout the whole DCA 
molecule, strong electronic correlations 
localise the electrons, so that they form 
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Figure 1: (a) Top view of the crystal structure of ScHerbertsmithite, where the CuO4 plaquettes form a 
Kagome lattice(orange highlight). (b) η/s as a function of the coupling strength α. Black line: predic
tion in the weak coupling regime (Boltzmann kinetic theory), reliable for small values of α. The red 
dashed line corresponds to the universal holographic value 1/4π (in units of ħ/KB). The blue shaded 
region (η/s expanded in powers of 1/α) represents the holographic prediction.
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Numerical simulations of topological and correlated quantum matter

spin   moments. The system holds promise in forming 
a viscous electron fluid which is difficult to study since 
it cannot be described by perturbation theory [1]. 
Studying this system would have been impossible 
without access to modern supercomputing facilities. 
The large size of the primitive cell both in the electron
ic degrees of freedom and volume poses great com
putational demands when simulating the system within 
DFT. The cRPA investigation adds severe memory 
constraints, due to the quartic scaling in both plane 
wave basis and Brillouin zone sampling.

Orbital driven Rashba effect in a binary 
honeycomb monolayer AgTe

We have studied, in collaboration with the experimen
tal group EPVII of the University of Würzburg, the 
interplay of spinorbit coupling and inversion symmetry 
breaking in the 2D surface alloy AgTe on Ag(111). Te 
grows on Ag(111) in a triangular monolayer with an Ag 
vacancy in the first substrate layer (see Figure 3 panel 
a) forming an effective binary honeycomb lattice. This 
breaks  the inversion symmetry in the Te lattice, as its 
inplane p orbitals feel a different hybridization with the 
Ag s orbitals in opposite directions. This hybridization 
promotes orbital angular momentum polarization in 
bands with high radial Te pcharacter. The interplay of 
broken inversion symmetry and spinorbit coupling 
gives rise to the Rashba effect, a momentum depen
dent spinsplitting. Calculations and experiment (see 
Figure 3 panel b) reveal indeed a predominant orbital 
angular momentum polarization and spinsplitting in 
the second valence and first conduction  band with a 
high radial pcharacter and a suppressed splitting in 
the first valence band with a high tangential pcharac
ter. These findings illuminate the mechanism behind 
the orbital driven Rashba effect and are also of inter
est for other spinpolarized electron hosting material 
classes, e.g, in Weylsemimetals or quantum spin Hall 
insulators with broken inversion symmetry. Our 
theoretical analysis benefited  from the computational 
resources provided by the LRZ as the realistic simula
tion with density functional theory of Te on the metallic 
Ag(111) substrate requires a large number of substrate 
layers.

Quantum paramagnetism in 3D lattices

Quantum fluctuations in magnetic materials open up 
the possibility for a highly correlated, but disordered 
state of matter called quantum spin liquid. Promising 
candidates for this elusive state are materials with 

strongly frustrated magnetic sublattices, such as 
Kagome in 2D. However neutron scattering experi
ments focused on frustrated 3D magnets and revealed 
magnetic fluctuation profiles not theoretically under
stood so far. With PFFRG We can study systems inac
cessible to other methods which are unable to study 
parameters relevant to experiments. Using the perfect
ly parallelizable PFFRG equations in conjunction with 
the computational power of SuperMUC, we uncovered 
the full phase diagram of the idealized Heisenberg 
model on the Pyrochlore lattice, a  frustrated 3D gen
eralization of the 3D Kagome lattice [4]. We identified 
several magnetically ordered phases, and an extend
ed phase space region, where quantum spins do not 
order. Combining PFFRG with abinitio methods to 
obtain the magnetic Hamiltonian of candidates, we 
were able to identify Lu2Mo2O5N2 as a spin liquid can
didate with a magnetic Pyrochlore sublattice consisting 
of Mo atoms. We predict the material to host a gear
wheel quantum spin liquid. Its predicted magnetic fluc
tuation profile shows, as measurable in neutron scat
tering experiments, a gearwheel like spectral distribu
tion. In a combined effort of abinitio calculations with 
PFFRG we identified the microscopic origin of a huge 
diversity in magnetic susceptibility profiles for a family 
of Spinels, all characterized by a magnetic Chromium 
sublattice in the form of a distorted (breathing) 
Pyrochlore lattice [5]. Although all materials are similar 
in structure, we found that the interplay of different 
longer range interactions up to fourth nearest neigh
bors leads to different ordering tendencies, that lie in 
proximity to spiral spin liquids with degeneracies in 
three, to one dimensional manifolds in ordering vector 
space. This shows, that the Pyrochlore lattice and its 
generalizations hide a rich phase diagram especially 
away from the (next)nearestneighbor model.

Ongoing Research / Outlook

The availability of a modern HPC System in the form 
of SuperMUCNG was crucial for our projects and we 
will further pursue research into topological states of 
matter.
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Figure 3: (a) Top view on Te on Ag(111). The Ag vacancy in the surface substrate 
layer breaks the inversion symmetry in the triangular Te lattice. (b) Band character 
and orbital angular momentum polarization in Te on Ag(111). Bands with strong 
radial character carry a dominant orbital angular momentum polarization leading to 
a sizeable Rashba splitting.

Figure 2: (a) Atomic structure of Kagome CuDCA lattice. The DCA molecules 
form a Kagome texture. The lowenergy electronic dispersion (panel (b)) is 
given by three molecular Wannier functions, each centred around a DCA 
molecule. (c) Linear extrapolations (solid lines) of the interactions U and U’ as 
a function of the inverse outofplane component of the unit cell 1/c and  
cRPA calculations (circles and squares).
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Simulating Combustion Systems

Introduction

This project collates individual applications from the 
Fluid Dynamics group at DuisburgEssen University. 
The subprojects include the investigation of 
phenomena from the fields of nanoparticle synthesis, 
supersonic flows, stratified burners, as well as the first 
simulation of staged combustion in a gas turbine 
combustor using LES and direct chemistry. The main 
objective of all subprojects is to improve the 
understanding of combustion systems to enable lower
emission, more efficient and explosionproof 
combustion processes, partially without any CO2 
emissions if biofuels or hydrogen are used. A selection 
of highlights is presented in the following paragraphs.

The first subproject numerically investigated a bluff
body stabilized turbulent jet flame developed at 
Cambridge University that burns in stratified mode, 
using direct numerical simulations (DNS). The grid 
resolution was set to a value of Δ = 0.1 mm such that 
the flame is resolved by at least 5 numerical cells. To 
model chemistry, an efficient premixed flamelet 
generated manifold (PFGM) was chosen that includes 
preferential diffusion without increasing the dimensions 
of the respective tables. The analysis focuses on 
dissipation rates and cross dissipation rates of mixture 
fraction and flame progress variable and can be used 
to check the applicability of common RANS 
(engineering) models for stratified flames. 

The second subproject lead to the first simulation of 
staged combustion in the context of gas turbines with 
LES and direct chemistry. The investigated combustor 
consists of several jets that are separated in four 

different fuel stages, 
namely main stages A, B 
and C and a pilot stage P. 
Three different staging 
concepts under similar 
load levels were 
compared, which mainly 
differ in terms of fuel 
staging and small 
pressure variations. A 
validated LES finite rate 
chemistry (FRC) 
combustion modeling 

approach was applied for a predictive study to reveal 
sources leading to incomplete CO burnout observed at 
two of the tested operating conditions, with the focus 
on the following goals: to demonstrate the ability to 
predict CO from a very complex full scale combustor 
and, to investigate the impact of mixture formation in 
the different fuel stages on CO and, to analyze the 
effect of local flame quenching due to secondary air 
on CO.

The third subproject simulated detonationwave 
propagation in confined channels with and without 
ozone to better understand the cellular structure and 
the driving mechanism towards a stable cell size. 
Experiments also suggest that the detonation 
propagation limit appears when the characteristic cells 
size coincides with the scale of the propagation 
device. Therefore, predicting the cell size will be 
important to allow stable propagation in small 
channels and to avoid unwanted detonation waves.

The fourth subproject investigated the formation of 
nano particles in reactive flows using DNS, while the 
grid resolution resolved not only the smallest flow but 
also the smallest relevant length scales of the nano 
particle concentration field. The main objective here is 
to understand the physics of diffusion, coagulation, 
and nucleation and to use the DNS database for future 
modelling efforts.

Results and Methods

All simulations of subproject 1 were performed with the 
inhouse code PsiPhi on a computational domain of 
113×120×120 mm3 (1,130x1,200x1,200 = 1.63 billion 
numerical cells) on an equidistant cartesian grid, and 
consumed 3.7 million coreh.

Figure 1 presents a section of the flame, showing the 
resolved crossdissipation rate isocontours of the 
DNS. The crossdissipation term indicates the rate of 
stratification effects affecting the flame. The 
normalized reaction rate progress variable C denotes 
the progress of the reactions in the flame by marking 
the unburnt side of the flame (zero) and the burnt side 
of the flame (unity). A high crossdissipation rate is 
observed downstream of the inlet as the flame 
interacts with the mixture stratification. This 
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Figure 1: Isocontour of the crossdissipation 
rate superimposed to the flame brush C=0.8.



Simulating Combustion Systems

experiment reveals both the premixed (near the inlet) 
and stratified mode (downstream).

The open source library OpenFOAM6 was used for all 
the simulations of subproject 2. The largeeddy 
simulations (LES) typically used 10,000 numerical 
cells per core and up to 6,096 Cores. Figure 2 
presents the carbon monoxide mass fractions over 
equivalence ratio colored by the CO source term ωCO 
for operating points 1 (weak stratification), 2 (strong 
stratification), and 3 (moderate stratification).

It can be seen that large CO levels corresponding to 
operating point 1 can be related to mixtures with 
increased equivalence ratios, whereas operating point 
2 (strong stratification) reveals increased CO levels of 
≈1,000 ppm on the fuellean side. Very low CO 
concentrations of ≤ 50 ppm with a narrow range of 
equivalence ratios are identified for operating point 3. 
The contribution of each stage on the total mixture 
indicates that increased CO concentrations in the 
weakly stratified case 1 can be attributed to mixture 
inhomogeneities resulting from poor mixing, especially 
of the pilot stage. Since the reduction of CO and NOx 
emissions is one of the major challenges in modern 
design of gas turbine chambers, this simulation helps 
to identify the mechanisms of emission production in a 
realistic setup.

All simulations of subproject 3 were performed with the 
inhouse code PsiPhi. In order to resolve important 

features of detonation waves, numerical cell widths of 
Δ = 5 μm were required. Combining these grid 
requirements with direct chemistry and a detailed 
reaction mechanism (9 species, 32 reactions) allowed 
simulations only in two dimensions. A simulation in a 
channel with a width of 24 mm was run on 27,648 
Cores for 56 hours, resulting in a total cost of 1.5 M 
coreh. Figure 3 presents numerical Schlieren for 
detonation propagation in a narrow (6mm) and wide 
channel (24mm). The results from numerical soot foils 
show a significant reduction of detonation cell size, if 
dopant concentrations of ozone (3,000 PPM) are 
added to a stoichiometric hydrogen/oxygen mixture. 
The results further reveal an impact of the confinement 
geometry on cell size, as well as differences when 
using NavierStokes equations instead of Euler 
equations.

The simulations of the fourth subproject were 
performed with the inhouse code PsiPhi, using direct 
chemistry with 32 species and 80 reactions and a 
sectional model for nano particles on a computational 
domain with 1,300 x 1,000 numerical cells at a grid 
resolution of Δ = 10 μm. Each simulation required 7M 
coreh on 13,000 Cores.

Figure 4 presents temperature fields from nano
particle synthesis in a premixed and in a nonpremixed 
case. The results help (i) to give information about the 
statistics, (ii) to identify the leading order of the 
physical mechanisms, (iii) to quantify the impact of the 
individual terms, and (iv) to evaluate the influence of 
the curvature.
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Figure 2: Carbon monoxide mass fractions over equivalence ratio Φ in 
dependency of the CO reaction rate at the combustor exit, for three 
different operating conditions (13) and two computational grids (1, 1c).

Figure 3: Numerical Schlieren of detonation wave fronts.

Figure 4: Steady flames (top); induced vortices (bottom).

.
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DNS of premixed flamewall interaction in turbulent 

boundary layers

Introduction

The presence of walls alters the thermochemical and 
fluiddynamical processes associated with turbulent 
premixed flames. However, the analysis of these 
phenomena poses severe challenges for both experi
mental and numerical investigations e.g. in terms of 
spatial and temporal resolutions. Hence, this aspect 
has not yet been sufficiently investigated in the 
existing literature. The increasing demands for light
weight combustors make flamewall interaction (FWI) 
an inevitable event, which influences the cooling load, 
thermal efficiency and pollutant emission, in these 
applications. Therefore, a thorough physical under
standing of the FWI mechanism is necessary to 
develop and design more energyefficient and environ
mentallyfriendly combustion devices.

Methods

Threedimensional Direct Numerical Simulations 
(DNS) of Vflames interacting with chemically inert 
walls in a fully developed turbulent channel flow have 
been performed under adiabatic and isothermal wall 
boundary conditions using singlestep chemistry. 
These simulations are representative of stoichiometric 
methaneair mixture at unity Lewis number under 
atmospheric conditions. The turbulence in the non
reacting channel is representative of the friction 
velocity based Reynolds number Re

τ
 = 110. 

A wellknown threedimensional compressible Fortran 
DNS code SENGA+ has been used to simulate the 
oblique flamewall interaction of a Vflame with inert 
isothermal and adiabatic walls in a fully developed 
turbulent channel flow. The code employs highorder  
finitedifference (10th order for internal points and grad
ually decreasing to 2nd order at the nonperiodic 
boundaries) and RungeKutta (3rd order explicit) 
schemes for spatial differentiation and time advance
ment, respectively and is parallelized using MPI. The 
governing equations of mass, momentum, energy, and 
species mass fractions are solved in a non
dimensional form and a singlestep irreversible 
reaction is used for the purpose of computational 
economy.

The domain size for this channel is 10.66h x 2h x 4h, h 
being the channel half height, and has been 
discretized on 1,920x360x720 equidistant grid points. 
The computational box has been decomposed into 
40x15x8 subdomains and run on 4,800 cores in 
parallel. The simulations have been performed for 
approximately 3 flow through times and the data has 
been sampled after one flow through time once the 
initial transience have decayed. The simulation 
consumed 1,500,000 CPU hours per boundary condi
tion in total. One result file containing all variables for 
one time step has a size of 41 GB and altogether 180 
time steps have been stored for collecting sufficient 
statistics.

Results

The instantaneous flame structures represented by 
the c = 0.5 isosurface of reaction progress variable for 
the two cases considered in this work along with the 
normalised vorticity magnitude Ω are shown in Fig. 1. 
The influence of the walls on Ω and the existence of 
wall ejections due to introduction of the fully developed 
boundary layer at the inflow are clearly visible in both 
cases.

It has been found that the location at which the oblique 
flamewall interaction occurs is affected by the choice 
of the wall boundary condition. In order to investigate 
the aforementioned behaviour further, the mean 
behaviours of the Surface Density Function (SDF, |∇c|) 
and the strain rates affecting |∇c| transport have been 
analysed. The behaviour of SDF is significantly affect
ed by the changes in the wall boundary conditions 
within the viscous sublayer region. It is found that the 
dilatation rate effects weaken in the viscous sublayer 
region in the case with adiabatic wall boundary condi
tion due to the constriction of the velocity gradients in 
the wall normal direction and also due to the existence 
of the cold wall in the case of isothermal wall boundary 
condition. 

The mean behaviours of displacement speed have 
also been investigated and it is found that in both 
cases the mean displacement speed decreases in the 
viscous sublayer region, but remains positive in the 
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DNS of premixed flamewall interaction in turbulent boundary layers

case of adiabatic wall boundary condition, whereas in 
the case of isothermal wall boundary condition the 
mean displacement speed has been found to be 
negative in some parts of the flame.

This consequently leads to differences in the normal 
strain rate arising from flame propagation and the 
curvature stretch under different wall boundary 
conditions.

The sensitivity of the statistics of SDF to the choice of 
the wall boundary conditions and the distance from the 
wall suggests that the submodels of the flame surface 
density or scalar dissipation rate transport need to 
accurately capture the respective behaviours of the 
unclosed terms under these conditions.

Ongoing Research / Outlook

After obtaining first experience with this challenging 
flow configuration the next step consist of increasing 
the flow Reynolds number in order to obtain more 
representative strain values in the boundary layer. 

Although it can be expected that the  findings of this 
work will be qualitatively valid in the presence of 
detailed chemistry and transport, the presence of 
detailed chemistry, together with different possible 
choices of reaction progress variable, may give rise to 

modified statistical behaviours of the Surface Density 
Function (SDF) in the vicinity of the wall. This along 
with the utilisation of the near wall SDF statistics to 
improve the FSD and SDR based reaction rate 
closures in the vicinity of the wall will form the basis of 
future investigations and follow up proposals.
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Figure 1: Vflames for adiabatic (top) and isothermal (bottom) wall boundary conditions. The isosurface coloured in red represents c = 0.5. The instantaneous 
normalized vorticity magnitude is shown on the xy plane. The grey surface denotes the bottom wall.
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On the dynamics of streamwise and transverse sediment 

patterns in turbulent open channel flows

Introduction

The formation of subaqueous sediment bedforms in 
natural rivers or manmade canals has fascinated 
scientists and engineers likewise for over a century. 
Despite this long period of intensive research, the 
complex interaction between a turbulent stream and a 
sediment bed which causes various forms of sediment 
patterns to evolve is not fully understood up to the 
present day. However, an accurate description of a 
river’s bed evolution is crucial for the hydraulic engi
neer in order to, for instance, correctly predict the evo
lution and potential risks of flooding events.

The current project aims to contribute to the funda
mental understanding of the underlying physical 
processes and to the development of sediment trans
port models by providing highfidelity datasets of sedi
ment pattern formation. All relevant flow scales includ
ing vortices of size smaller than the particle scale are 
resolved by means of direct numerical simlations fea
turing fullyresolved particles.

In this work, we focus in particular on the different 
formation processes of and the interaction between 
transverseoriented ripplelike patterns and stream
wisealigned sediment ridges. Although both patterns 
evolve from the same sediment bed, their evolution 
time scales, their shapes as well as the corresponding 
flow structures strikingly differ. A second objective of 
the study is to assess the influence of lateral side walls 

on the two bedform classes of interest, which appear 
in manmade canals or, in form of side banks, also in 
natural rivers.

Results and Methods

The twophase system consisting of the carrying fluid 
and the dispersed particle phase is simulated using an 
immersed boundary technique [4]. A second order 
finite difference scheme on a uniform staggered grid 
together with a standard fractionalstep method and 
mixed explicitimplicit time integration is applied to 
describe the fluid motion numerically. The motion of 
the spherical particles is determined by integration of 
the NewtonEuler equations for rigid body motion, 
which is coupled with the fluid solver in the framework 
of a substepping algorithm. Collision forces and 
torque which arise from particleparticle or particlewall 
contacts are obtained by a softsphere collision model 
[1].

The reasons for the necessity to perform the current 
simulations on a massivelyparallel computing system 
are twofold: on the one hand, the amount of 48 billion 
grid points required to resolve even the smallest 
relevant flow scales together with the immense num
ber of around 1.4 million fullyresolved particles per 
simulation require a sufficiently high number of cores 
that is able to execute this work in acceptable wall
clock time. On the other hand, the slow time scales at 
which in particular the transverseoriented sediment 
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Figure 1: Instantaneous snapshot of the sediment bed in the presence of side walls. The particle colour ranges from dark to light brown with 
increasing distance to the bottom wall. Mean flow and gravity are directed in positive x and negative ydirection, respectively. Turbulent flow 
vortices are visualized by means of the λ2criterion, while pressure fluctuations in the free surface (kept flat in the simulation) are shown as 
vertical deformation with low (high) values indicated by dark (light) blue colour.  At the downstream end of the streamwise periodic domain, 
a crosssection  of the flow field indicates low (high) intensity of the instantaneous streamwise fluid velocity by dark (bright) grey regions. 
For the sake of visualization, the second side wall in the foreground has been removed.
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On the dynamics of streamwise and transverse sediment patterns in turbulent open channel flows

patterns evolve lead to a pure computing time of 
several months on supercomputing systems such as 
SuperMUCNG in order to capture the entire bedform 
evolution.

In this project, we perform two individual simulations of 
turbulent open channel flow over a mobile sediment 
bed with lateral solid side walls or with lateral periodic 
boundary conditions, respectively, at intermediate 
Reynolds number Reb = 3,000 (using the bulk velocity 
ub as velocity scale). In terms of the mean fluid height 
Hf, the streamwise periodic domains have dimensions 
[12Hf x 1.5Hf x 16Hf] in the streamwise x, wallnormal 
y, and spanwise zdirection of a Cartesian coordinate 
system. The particles the sediment bed consists of 
have a relative diameter of roughly D/Hf = 0.04. For 
the current configurations, scaling tests of our MPI
parallelized simulation code with different processor 
arrangements have suggested that a domain decom
position strategy based on a Cartesian processor grid 
with 48x1x64 = 3,072 cores in the streamwise, wall
normal and spanwise direction is the most economic 
way to use the granted computing time. Note that by 
choosing only one single processor in the wallnormal 
direction, the load imbalance due to a varying number 
of particles per core can be reduced to a minimum. 
For checkpointing and data analysis, snapshots of the 
flow field and the corresponding state of all particles 
are saved every 24 hours of simulation run time, each 
of which has a size of around 160 gigabytes. Until the 
end of the project, this procedure will lead to a total file 
size of roughly 45 terabytes for the two simulations.

Data analysis of the obtained simulation results 
reveals two different evolution stages of pattern forma
tion: shortly after the onset of the simulation, a group 
of essentially parallel quasistreamwise sediment 
ridges can be identified over the entire width of the 
sediment bed, surrounded by counterrotating turbu
lent secondary flow cells of Prandtl’s second kind. 
These flow structures naturally appear in flows with 
noncircular domain crosssection such as rectangular 
ducts. However, in the presence of mobile sediment, it 
has been observed that secondary flow cells can also 
evolve as a result of an instability of the turbulent 

channel flow with respect to spanwise inhomo
geneities of the sediment bed. To the best of the 
authors’ knowledge, the current simulations are 
the first of their kind that are able to show that, 
indeed, the secondary flow cells can form 
independently of any side wall influence in both 
configurations.

With ongoing simulation time, bedforms with 
transverse oriented crestlines grow and eventually 
reach crest heights that are twice as high as the 
streamwise ridges.

Figure 1 provides an instantaneous snapshot of 
two developed transverse sediment patterns and 
the overlying flow field. The presence of the 
sediment patterns clearly modifies the global 
system of vortical structures in the flow and 
affects the pressure fluctuations along the upper 
freeslip plane of the channel. The observations 
extend the findings gained in the recent works of 

[2,3], which have exclusively focused on the formation 
of transverse patterns. The authors have studied the 
flow in domains significantly narrower than in the 
current project to intentionally suppress other 
sediment structures and possible spanwise 
heterogeneities. In the current project, however, the 
large channel width allows the study of pattern three
dimensionality: in the course of the simulations, sev
eral individual sediment patterns are seen to evolve 
and coexist for a certain period, before they merge 
with other bedforms to form more spanwise homoge
neous structures. Interestingly, this behaviour is more 
pronounced in the case without lateral side walls, 
where the flow as well as the sediment bed are less 
restricted and thus show stronger spanwise heteroge
neities, as can be observed in Figure 2.

Ongoing Research / Outlook

Thanks to the computing time and hardware provided 
on SuperMUCNG, we have been able to create a 
new database of highfidelity simulations of sediment 
pattern formation in turbulent open channel flows in 
the presence and absence of lateral side walls. The 
current numerical simulations at this level of detail in a 
similarly long and wide physical domain represent a 
novelty in the field and allow a unique insight into the 
physics of bedform evolution, propagation and interac
tion for a variety of arbitrarily oriented sediment pat
terns. An aspect which is out of the scope of the cur
rent project is the investigation of the Reynolds 
number dependence of the observed processes. In 
future studies, simulations at higher Reynolds number 
that allow for clear scale separation are planned to fur
ther scrutinize this point.
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Figure 2: Topview of the sediment bed height variation for (a) the case without and (b) 
the case with lateral side walls. Details on the definition of the sediment bed surface 
can be found in Scherer et al. (2020). The arrow in the upper left corner indicates the 
mean flow direction.



sive KONWIHR projects in 2015, 2017 & 2019, with 
their outcomes being published in [1,2]. These optimi
sation works were done in a close collaboration with 
the experts from the CFDLab at  LRZ. In the latest 
KONWIHR project, we performed a SIMD optimisation 
to our two pressure solvers. This was motivated by the 
recent trend that the modern HPC processors are 
equipped with ever more powerful yet more energyef
ficient internal vectorisation hardware. One important 
example of such systems for us is SuperMUCNG at 
LRZ, that is based on Intel Skylake processors being 
equipped with 512bit ultrawide vector registers. By 
exploiting the Skylake’s extensive SIMD capability, our 
optimised code shows up to 20% overall performance 
improvement proven for up to 3.2x104 processes and 
runs with reasonable efficiency up to O(105) MPI pro
cesses (see Fig. 1).

A fullydeveloped turbulent flow was simulated in a 
straight, partiallyfilled pipe with various filling ratios 
and Reynolds numbers ranging from marginally to 
moderately turbulent, see Table 1.

Periodic boundary conditions were applied in stream
wise direction, noslip for the side walls and the free
surface for low Froude number was approximated by a 
slip condition. To achieve converging and independent 
statistics all simulations were run for at least 5,000∙tub/
R within a domain length of 8π, see Fig. 2 for semi
filled pipe flow. At small Reynolds numbers mixing of 
the flow is not as strong as at larger Reynolds num
bers, hence the simulation time was doubled and the 
length of the domain was enlarged by the factor 1.5.

Introduction

In this project the flow in partiallyfilled pipes is investi
gated. This flow can be seen as a model flow for rivers 
and wastewater channels and represents a funda
mental flow problem that is not yet fully understood. 
Nevertheless, there have neither been any highreso
lution simulations nor well resolved experiments re
ported in literature to date for this flow configuration. In 
this project highly resolved 3Dsimulations are per
formed which help further understanding narrow open
duct flows. The analysis concentrates on the origin of 
the mean secondary flow and the role of coherent 
structures as well as on the timeaveraged and instan
taneous wall shear stress.

Results and Methods

For the direct numerical simulations within this project, 
the flow solver MGLET is employed. It uses a Finite 
Volume method to solve the incompressible Navier
Stokes equations on Cartesian grids with a staggered 
arrangement of the variables. A local grid refinement is 
implemented by adding refined grids in a hierarchical, 
overlapping way. An explicit thirdorder lowstorage 
RungeKutta time step is used for time integration.

Curved surfaces are represented by an Immersed 
Boundary Method. MGLET is parallelized by a domain 
decomposition method using Message Passing Inter
face (MPI). 

Recently, the code has been optimized for massively
parallel computing architectures within three succes

Direct numerical simulation of partially–filled pipe flow

Figure 1: Weak scaling on SuperMUCNG. The problem 
size is 64,000 cells/core over a single grid level.
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Figure 2: Flow setup for semifilled pipe flow. Table 1: Simulation parameters.



Direct numerical simulation of partially–filled pipe flow

A variety of simulations were performed—from 84 
cores with 48∙106 grid points and a time per cell up
date of about 2∙106 s for the smallest simulation to the 
biggest case including 1,056 cores with 750∙106 grid 
points and a time per cell update of ~3∙106 s, which 
lead to 80 M corehours and 3,000 M corehours per 
case, respectively. 

The main results are summarised in the following. The 
maximum mean streamwise velocity (black cross, Fig. 
3) can be found at ~70% of the flow depth. This has 
already been reported in the literature and can be 
found in other free surface flows as well. This socalled 
‘dip phenomenon’ can be explained by the mean sec
ondary flow which consists of a counterrotating two 
vortex system by which at the free surface slow flow is 
being convected from the pipe’s wall to the center. In
dependent of the Reynolds number the socalled ‘in
ner secondary cell’, close to the freesurfacewall 
juncture, rotates towards the wall at the freesurface 
and the ‘outer secondary cell’ the other way around, 
see Fig. 3.

The position of the two vortex centers is dependent on 
the Reynolds number. At higher Re the vortex centers 
are moving towards the free surface, see Fig. 4. The 
size of the inner secondary vortex cell (walldistance of 
the center) scales with wall units. The distance of the 
center of the outer secondary cell from the free sur
face seems to converge for large Reynolds numbers.

Comparing the friction factor λ with measurements and 
full pipe flow gives surprising results, see Fig. 5. For 
laminar flow the friction factor for semifilled pipe flow 
matches with the full pipe flow. This was expected. For 

turbulent flow larger friction factors for semifilled pipe 
have been reported in literature. Our results indicate, 
however, that semifilled and full pipe flows have 
nearly identical friction factors.

Furthermore we started to investigate the link between 
the mean and the instantaneous flow fields, by 
analysing  instantaneous snapshots for spatiotempo
ral dynamics [3], its coherent structures of different 
scales and their interaction. For instance, in Fig. 6 the 
second invariant of the velocity gradient tensor (Qcri
terion) displays coherent structures, like quasistream
wise vortices near the boundary growing towards the 
bulk flow and vortices being attached to the freesur
face.

Currently, a publication is in preparation in which the 
mean flow and turbulence structures are documented 
in dependence of the Reynolds number. Furthermore, 
the generation of the secondary flow is analysed in 
terms of the balance equation of the mean kinetic en
ergy.
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Figure 4: Reτdependent position of the vortex center of the inner (red) and 
outer (blue) secondary cell.

Figure 3: Mean streamwise velocity u1/ub (left half); streamlines of the mean 
crossflow velocities u2 and u3,  inner vortex (red, clockwise rotation) and outer 
vortex (blue, anticlockwise rotation)  (right half); Reτ = 230.

Figure 6: Instantaneous Coherent structures visualised via the Qcriterion, 
showing a 4R long section of the left channel half. Reτ = 230.

Figure 5: Reb dependency of the friction factor λ. Red pluses for present study, 
blue crosses and diamond show measurements, all for semifilled pipe flow. 
Circles are two different measurements for full pipe flow. Black dashed line is 
the laminar friction relation, black solid line follows Prandtl’s friction law for 
smooth pipes.



Turbulent natural convection of nonNewtonian 

fluids in enclosed spaces

Introduction

This project focuses on the modelling and physical 
understanding of threedimensional turbulent natural 
convection of nonNewtonian fluids (i.e. where the 
strain rate dependence of shear stresses is nonlinear 
in nature) in enclosures. This topic has wide relevance 
in many engineering applications such as preservation 
of canned foods, polymer and chemical processing, 
biochemical synthesis, solar and nuclear energy, 
thermal energy storages. Therefore, the flow and heat 
transfer knowledge of more complex than Newtonian 
fluids (fluids like water, air where viscous stress is 
directly proportional to strain rate) is essential from an 
engineering perspective since the nonNewtonian 
character of fluids can also be very useful for 
designing new adaptive thermal management sys
tems. 

Methods

Direct Numerical Simulations 
(DNS) of threedimensional tur
bulent RayleighBénard con
vection of yield stress fluids 
obeying a Bingham model and 
inelastic shear thinning / thick
ening fluids obeying powerlaw 
model in a cubical enclosure 
have been performed under 
Dirichlet boundary conditions. 
The simulation configuration is 
schematically shown in Fig.1, 
which demonstrates that the 
differentially heated horizontal walls are subjected to 
constant wall temperature boundary conditions.  The 
bottom wall is taken to be at higher temperature than 

the top wall (i.e. TH > TC) and all the other 
walls are considered to be adiabatic (i.e. the 
temperature gradient in the wall normal 
direction vanishes at the wall). Noslip and 
impermeability conditions are specified for all 
walls.  The enclosure is taken to be cubic (i.e. 
H = W = L).

To solve the nonlinear set of governing 
equations in a finitevolume framework, the 
opensource CFD package OpenFOAM has 
been utilised. The pressurevelocity coupling 
has been addressed by the use of PIMPLE 
algorithm. Convective and diffusive fluxes are 
evaluated by secondorder centered differ
ence schemes. Temporal advancement has 
been achieved by the secondorder Crank
Nicolson scheme with constant timestepping. 
It has been ensured that the Courant number 
is always sufficiently below unity so that the 
underlying physics is captured with sufficient 
temporal resolution.

Results

The distributions of nondimensional tempera
ture isosurfaces and apparently unyielded 
regions (AURs are shown as grey regions) 
are shown in Fig. 2 for different Bingham 
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Figure 1: Schematic diagram of the 
simulation domain.

Figure 2: a) Distributions of isosurfaces of nondimensional temperature, b) threedimensional 
AURs for different values of Bn at Ra=108 and Pr=320 [1].



Turbulent natural convection of nonNewtonian fluids in enclosed spaces

number (i.e. Bn) at Ra=108, and Pr=320. It can be 
seen from Fig. 2a that the isosurfaces become less 
deformed and thermal plumes from the bottom wall 
become less apparent as Bn increases. These are the 
indications of the relative weakening of buoyancy 
force due to the augmented flow resistance as a result 
of increased yield stress. This also leads to the 
weakening of convection with increasing Bn, which 
can be substantiated from Fig. 2b where the size and 
the probability of finding AURs increases with increas
ing Bn, and this gives rise to a reduction in the mean 
Nusselt number (see Fig. 3). For very large values of 
Bingham number, the boundary layer thickness be
comes of the order of the enclosure size H. At that 
stage, the fluid flow does not influence the thermal 
transport and heat transfer takes place principally due 
to conduction, which is reflected in the unity mean 
Nusselt number. It is worth noting that in the context of 
biviscosity regularisation, the flow does not stop in a 
true sense in AURs but the flow within the islands of 
AURs is too weak to influence the heat transfer rate 
and thus the exact shape and size of AURs do not 
affect the heat transfer rate and the mean Nusselt 
number.

Ongoing Research / Outlook

After obtaining  experience with yield stress fluids, the 
next step was the investigation of Prandtl  number (Pr) 
effects near active walls on the velocity gradient and 
flow topologies. This is because liquids like non
Newtonian fluids typically have high Pr (i.e. from 102 to 
103) [1]. This is important as the modelling strategy for 
turbulent natural convection of gaseous fluids may not 
be equally well suited for the simulations of turbulent 
natural convection of liquids with high values of Pr.

As it can be seen in Fig.4 (left column) the expected 
and wellknown teardrop shape of the joint PDF of ve
locity gradient tensor invariants Q+ and R+ changes 
near active walls depending on Pr. This can be ex
plained by looking at Fig.4 (right column): isolated 
plumes drive the convection process in the Pr > 1 
case, whereas frequent roll ups in the Pr = 1 are in
dicative of a largescale circulation [2].
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Figure 3: Temporal variation of Nu with nondimensional simulation time for hot (i.e. Nuhw) and cold (i.e. Nucw) wall for different Bn at Ra=108 and Pr=320. The time 
averaged mean Nusselt number is shown with a blue dashed line [1]. 

Figure 4: Left column: Contours of joint probability density functions of Q+  and R+ invariants on a logarithmic scale in the bulk region and at the heated and 
cooled boundaries for Ra=108 in the case of a) Pr=1, b) Pr=320 [2]. Right column: a) Nondimensional temperature isosurfaces θ=0.4, θ=0.6, shown in blue and 
yellow colour, respectively. b) Path lines coloured by nondimensional vertical velocity magnitude for different Pr at Ra=107 [2]. 



Investigation of the Flow Field and Inflow of 

Hovering Rotors over Inclined Ground Planes

Introduction

Rotorcraft regularly hover over moving surfaces (e.g., 
ship decks) or inclined ground planes (e.g., hillsides 
and mountains). However, previous research activities 
on hover in ground effect mostly focused on parallel 
ground planes. Here, performance benefits and the 
associated flow topology are relatively well known. In 
contrast, only a very limited amount of work has been 
done on nonparallel ground planes and the associat
ed changes of the complex threedimensional flow 
field. Furthermore, pilots require a significant amount 
of training to mitigate the risk in helicopter operations 
on ships or at hillsides/mountains. Hence, advanced 
flight control systems are desirable to increase safety 
and to reduce pilot workload in these situations. More
over, engineers need to be able to accurately simulate 
the dynamic response of rotorcraft in such flight condi
tions when designing control systems for unmanned/
autonomous aerial systems. Therefore, there is a need 
for accurate, computationally efficient mathematical 
models capable of simulating the rotor inflow in these 
flow environments, because of the associated 

changes of the flight dynamics. Dynamic inflowtype 
models could fill this role. Models have been devel
oped in the past to account for influences of ground 
effect and have successfully been validated for parallel 
ground effect. However, the lack of experimental and 
highfidelity numerical data for inclined and dynamic 
ground effect conditions limited the ability for valida
tion. Moreover, a prerequisite for developing new mod
els is an understanding of the fluid dynamics of the 
problem, which does not fully exist to date.

The goal of the research project at the Institute of 
Helicopter Technology [1] was to investigate the fluid 
mechanics of a hovering rotor over nonparallel 
ground planes (e.g., hillsides). This can be regarded 
as a first step towards a broader understanding of the 
flow field of an arbitrarily moving ground plane (e.g., a 
moving ship deck). Results were correlated to 
experimental data to evaluate the accuracy of the 
numerical simulations [2,3]. The simulations were 
performed with a model scale, twobladed teetering 
rotor with a rotor radius of 0.408m, at a rotational 
frequency of 35Hz, which resulted in a blade tip speed 

of 89.7m/s. The rotor plane was located at a 
height of one rotor radius above the ground 
plane. The latter had a radius of four rotor 
radii.

Results and Methods

The simulations were made using the 
computational fluid dynamics (CFD) solver 
TAU, developed and maintained by the 
German Aerospace Center (DLR). In TAU 
the compressible, unsteady Reynoldsaver
aged Navier–Stokes equations were solved 
on edge based dual grids. The temporal and 
spatial discretization was secondorder ac
curate. Parallelization of the simulation was 
achieved by domain decomposition and the 
message passing concept using MPI.

In general, for in ground effect simulations 
the tip vortex needs to be resolved for multi
ple rotor revolutions to accurately account 
for the deflection of the tip vortex trajectory 
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Figure 1: Sectional cut through the computational grid for in ground effect simulations with a 
15° inclined ground plane. The refined grid in the tip vortex path is indicated by darker regions 
in the cut plane. The rotor blade is shown in blue. The chimera boundary of an additional 
refinement block around the blade is shown in green.
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Investigation of the Flow Field and Inflow of Hovering Rotors over Inclined Ground Planes

tions can only be performed on high performance 
computing systems such as SuperMUCNG due to the 
required computing power, run times and storage re
quirements. The response of the tip vortex trajectory to 
(non)parallel ground effect is illustrated in Figure 2. 
The overall flow field is shown in Figure 3. Upon 
examining the flow field beneath the rotor and the 
inflow distribution, the simulations revealed that the 
behavior of the vortex dominated flow was significantly 
altered when inclining the ground plane. When hover
ing in parallel ground effect, the rotor wake was sym
metric. After inclining the ground plane, this symmetry 
was lost. The influence was more pronounced on the 
uphill side, when compared to parallel ground effect. In 
particular the stagnation point at the ground plane was 
shifted far uphill when inclining the ground plane. The 
inflow was mostly affected on the uphill side and at the 
inboard sections, whereas on the downhill side this in
fluence was little. Moreover, the comparison to the 
experimental data showed good agreement of the 
simulations in terms of flow phenomenology, vortex 
trajectory, and overall vortex  strength. In general the 
correlation between the simulation and the experiment 
deteriorated for the inclined ground plane. The only 
exception was the full Reynolds stress model, which 
showed comparable performance. The rotor trim was 
insensitive to the chosen turbulence model, despite 
significant differences in the ability to preserve the tip 
vortices.
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Figure 3: Visualization of the tip vortex trajectory at a ground plane 
inclination angle of 15°, by showing a Qcriterion isosurface (Q = 2,500 s2) 
colored by vorticity magnitude. The simulation was run with the Menter SST 
turbulence model including the SAS modification and rotation/curvature 
correction.

caused by the presence of the ground plane. There
fore, in the course of the project grid sizes up to 184 
million cells were used on up to 2,400 cores. An 
illustration of the grid is shown in Figure 1. 

To account for turbulence effects a variety of different 
turbulence models was tested, ranging from a one
equation model, over (nonlinear) twoequation 
models, to full Reynolds stress models. No turbulence 
model is universally applicable and no model can be 
used for all types of flows to reliably predict the quan
tities of interest. Therefore, the project also allowed to 
assess turbulence model performance during the large 
deflection of the vortex dominated flow close to the 
ground plane.

In addition to the large grids, multiple rotor revolutions 
needed to be computed to convect the starting vortex 
away from the rotor plane and off the ground plane. 
This required 18 rotor revolutions for the parallel 
ground plane, with a maximum of 14 hours per revolu
tion for the full Reynoldsstress model. To be able to 
extract the temporal evolution of the flow field, up to 
20 TB of data needed to be stored per simulation on 
the LRZ hosted file systems. These extensive simula

Figure 2: Outofplane vorticity contours illustrating changes of the flow field 
of rotors in hover in (non) parallel ground effect. The simulations were run 
with the SpalartAllmaras turbulence model with rotation/curvature 
correction.



Interface instability dynamics in secondary 

drop breakup

Introduction

The breakup of a coherent liquid phase into smaller 
fragments is paramount to many technical applica
tions, e.g. liquid fuel combustion or biomedicine. Two 
main stages are generally distinguished: primary and 
secondary breakup. Primary breakup thereby denotes 
the fragmentation of a liquid sheet or jet into drops, 
and secondary breakup the following fragmentation of 
these drops into smaller droplet. 

For secondary breakup, five major regimes have 
classically been acknowledged: vibrational, bag, multi
mode, sheetstripping, and catastrophic breakup. Yet, 
a more recent reclassification bases the occurring 
breakup modes on the dominating instability mecha
nisms at the interface of the liquid phase and the 
surrounding gas phase. In the RayleighTaylor piercing 
(RTP) regime, RayleighTaylor instabilities grow along 
the interface, resulting in the wellknown baglike 
deformation pattern.  In the shearinduced entrainment 
(SIE) regime, KelvinHelmholtz instabilities supersede 
the RayleighTaylor instabilities, resulting in a shearing 
of material from the droplet rim. This sheet later breaks 
up in the wake of the deformed drop. The dominating 
instability type varies with the ratio of inertial, viscous, 
and capillary forces acting on the drop. This motivates 
the classification of the breakup mode based on two 
dimensionless numbers: The Weber number We (ratio 
of inertial to capillary forces) and the Ohnseorge num
ber Oh (ratio of viscous to capillary forces). 

The experimental investigation of such interfacial 
instabilities is limited by small spatial and temporal 
scales. This motivates our numerical simulations. More 
specific, we investigate within this project the transition 
from RTP to SIE and the interaction with the surround
ing gas flow. The work is attached to the ERC 
Advanced Grant No. 667483 “NANOSHOCK” [1].

Methods and Results

We have performed highfidelity simulations of sec
ondary drop breakup using our massively parallelized 
multiresolution framework ALPACA [1]. The code 
(written in C++20) applies a finite volume discretization 

with WENObased flux reconstruction in characteristic 
space. The solution is evolved in time using a strongly 
stable third order RungeKutta scheme. For multi
phasemodeling, we apply a levelset based sharp
interface method with conservative interface interac
tion. Explicit interfaceexchange terms are proposed 
which include inviscid, viscous, and capillary effects at 
the phase interface. To improve computational efficien
cy, we apply a blockbased multiresolution scheme for 
spatial adaptation. Temporal adaptivity is provided by 
an adaptive local timestepping scheme, which was 
developed in the course of our work [2]. Our setup is 
based on a typical experimental setup for secondary 
breakup: a shock wave passes a liquid drop, which is 
subsequently exposed to a flow field. The breakup 
mode can be controlled by the physical parameter of 
the drop and the shock wave. 

The latestage deformation of a water cylinder is 
shown in Fig. 1 for three different Weber numbers. For 
small surface tension forces (left), the droplet breakup 
occurs in the shearinduced entrainment regime. 
Shear instabilities grow near the droplet equator which 
later form a sheet which is characteristic for this 
breakup mode. For large surfacetension forces (right), 
the droplet breakup occurs in the RayleighTaylor 
piercing regime. The characteristic bag shape results 
from a pressure gradient between the upstream and 
downstream side of the droplet. The figure in the 
middle shows the transition between SIE and RTP. 
Our results allow to investigate the interplay between 
the dominating instability mechanisms leading to the 
different breakup modes.

An important aspect of our work is the analysis of the 
interaction between the phase interface and local flow 
field patterns. The pressure field in the vicinity of the 
droplet in the shearinduced entrainment regime is 
shown in Fig. 2. In our work [4], we found that during 
the early stages of the interface deformation, local 
pressure waves appear. These pressure waves are 
connected to local interface disturbances. These dis
turbances grow and later form the water sheets 
characteristic for this breakup mode. 

For our results, we have performed multiple two and 
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Figure 2: Neardroplet pressure field during the early stage interface deforma
tion [4]. The black arrows indicate pressure waves and corresponding inter
face disturbances.

Interface instability dynamics in secondary drop breakup

threedimensional simulations. Twodimensional simu
lations have typically approximately 30 Mio. degrees
offreedom and require simulation times of 4,000 
Coreh on SuperMUCNG. For threedimensional sim
ulations, 50 Billion degrees of freedom are necessary. 
This approximately requires 900,000 Coreh. Post
processing of the results requires high storage capa
bilities and was partly performed on SuperMUCNG 
and the remote visualization cluster.

Ongoing Research / Outlook

We currently perform additional highresolution three
dimensional simulations of RTP and SIE breakup 
modes. Our extended setup is aligned to experimental 
investigations performed at the same chair. In future, 
this allows us for matching experimental and numeri
cal setups and a detailed investigation of the occurring 
flow field patterns.
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Figure 1: Shockinduced breakup of a water cylinder for We=38,939 (left), We=16 (middle) and We=10 (right). The drop is shown in white, the interface is highlight
ed in black. The upper half depicts numerical schlierentype visualization and the lower half is colored by the streamwise velocity (normalized with the postshock 
gas velocity). The simulation setup and further details can be found in [3].



ScaleResolving Study of a FluidStructure

Acoustics Interaction Test Case

Introduction

The reduction of noise in early design processes of 
engineering devices has become more important, es
pecially due to stricter noise regulations. The simula
tion of fluidstructureacoustics is challenging from the 
computational perspective, as it involves different 
scales, which require specific numerical treatment. 
The target of this project is to enable these complex 
simulations where aeroacoustics arises in the vicinity 
of structures that interact with a surrounding fluid flow. 
To realize such simulations, a partitioned coupling 
approach is utilized. This strategy decomposes the 
large simulation domain into several subdomains, that 
interact at their respective coupling interfaces by 
exchanging boundary conditions. Each subdomain 
solves a different set of equations and different spatial 
resolution. A coupling tool is deployed, that is respon
sible for the communication and datamapping be
tween the respective subdomains. To solve the equa
tions in the subdomains, we utilize a highorder 
scheme that requires an appropriate representation of 
the geometry as well. First investigations with a non
moving geometry have been conducted with our 
previous compute budget on SuperMUC Phase2 [3], 
where we were able to prove the accuracy of the 
solution and the efficiency of the partitioned coupling 
approach, which reduces the computational effort in 
comparison to a single domain that solves the same 
equations with the same scheme order. Further inves
tigations with the current project are devoted to mov
ing geometries, that are common in many engineering 
devices. Hence, our final goal is the 3field coupled 
flow simulation with a moving object.

Results and Methods

The highorder Discontinuous Galerkin solver Ateles 
[2] is used for the simulations. The solver is part of the 
simulation framework APES [1], that provides pre and 
postprocessing tools. A Discontinuous Galerkin (DG) 
scheme is used to solve the partial differential equa
tions. A major benefit of this method is the high locality, 
where information within an element is tightly coupled 
and the communication is limited to the element faces. 
It is highly parallel and can deploy two levels of paral
lelization: OpenMP sharedmemory parallelism for op
erations inside the elements and MPI for the communi
cation between the elements at partition boundaries. 
The moving objects in the flow domain are represen
ted in the solver with the same discretization method 
as the flow domain itself. They are modelled as a 
porous material based on the Brinkman penalization 
technique (immersed boundary method). This method 
allows to apply a computational mesh with cubic 
elements and has the major advantage for moving 
geometries that no remeshing of the computational 
mesh is necessary. Thus, the computational mesh is 
generated once and remains unchanged during the 
entire simulation. More on the method modeling the 
geometry can be found in [4].

Due to the decomposition of the overall problem size 
and the different numerical treatment of each subdo
main, load imbalances have to be actively addressed. 
In Figure 1 we have addressed this issue using inter 
and intrasubdomain load balancing for a 3field cou
pled simulation, where in the innermost subdomain an 
airfoil is located and the compressible NavierStokes 
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Figure 1: 3field coupled simulation strong scaling measurement with up to 640 nodes on SupermucNG. (left) Intersubdomain load balancing 
(right) inter and intrasubdomain load balancing. Reduced idling time of processing for case (right).



ScaleResolving Study of a FluidStructureAcoustics Interaction Test Case

equations solved. In the middle domain the inviscid 
Euler equations and in the outermost domain the 
linearized Euler equations are solved, respectively [3]. 
Inside the subdomains (intrasubdomain) the SPartA 
algorithm is used to rebalance the workload, while the 
total workload per domain is computed and used to re
balance the workload between the subdomains (inter
subdomain). To capture the workload MPI timers are 
used, that are placed around compute intense rou
tines. In Figure 1 (left) we only balance the load be
tween the subdomains. In Figure 1 (right) the load is 
balanced inside and between the subdomains. We 
can clearly observe, that load balancing only between 
the domains (cf. Figure 1, left) involves idling time in 
each subdomain (vertical gap between the lines) that 
is an obstacle for the overall scaling. In Figure 1 (right) 
the idling time is reduced (vertical gap is smaller) and 
we can achieve an improved scaling behavior as both 
inter and intrasubdomain load imbalance are ad
dressed. Alternatively, the intersubdomain load bal
ancing can be addressed by using the databased 
approach introduced in [5]. 

First results of our investigation with moving geome
tries are shown in Figure 2. The test case involves two 
moving spheres, that are located initially at their re
spective interfaces. During the simulation they move 
with a predefined cosine function (Y(t) = 0.1 cos 2πt) 
away from each other. Both spheres have a diameter 
of 0.4 m. The simulation domain has a height and 
length of 4 m and a width of 1 m. The computational 
mesh is discretized with 65,536 elements. The com
pressible Euler equations are solved and discretized 
with a polynomial degree of seven. The pressure is set 
to 1 bar, the density is 1 kg/m3 and the velocity is 
initially in all spatial directions 0.0 m/s. The initial 
position of the upper sphere is S1(0.0, 0.2, 0.0) and of 
the lower sphere S2(0.0, 0.2, 0.0). In Figure 2 (top, 
left), both spheres have reached their initial position, 
where both get in touch at their respective interfaces. 

The fluid is compressed in that area. In Figure 2 (top, 
right), both spheres move again in opposite directions, 
to their maximum position, which they finally reach in 
Figure 2 (bottom, left). From that point on again both 
spheres move towards each other. This test case 
demonstrated, that the geometry can be modelled 
appropriately and the numerical scheme is able to 
handle the movement of the geometries, using a high
order scheme. Further, no stability issues were en
countered, even though the geometry interfaces reach 
each other and the fluid is compressed in that region, 
resulting in very low velocity but very high pressure 
and density values.

Ongoing Research / Outlook

Ongoing research is devoted to further investigation of 
the moving geometry and its validation as well as its 
efficient computation. The final goal is the realization 
of a rigid body movement induced aeroacoustics 
noise problem. Where again the large simulation do
main is split into subdomains and coupled together 
through a coupling approach. This setup allows for de
tailed simulations of noise generation at moving obsta
cles and its propagation over long distances, as need
ed in typical aeroacoustic problems.
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Figure 2: Simulation results of two spheres moving away and towards each other. Numerical solutions are shown after (top, left) 9.0 s, (top, right) 9.25 s, (bottom, 
left) 9.5 s and (bottom, right) 9.75 s simulation time.



Introduction

The recent rise of electricity production from 
renewable energy sources has increased the need for 
appropriate energy storage in times of excess 
production. Among different technologies, the concept 
of storing excess electricity in chemical energy is 
found to be of significant importance as described in 
the vision ‘Energiekonzept 2050’ of the German 
government [2]. In particular, the interest in using 
hydrogen as a clean energy carrier has increased as 
highlighted by the “Nationale Wasserstoffstrategie” of 
the German government [3]. Hydrogen can be 
generated by electrolysis of water and if needed, the 
energy can be regained by an electrification of 
hydrogen via thermochemical energy conversion 
processes like combustion. Besides the expected 
increased use of batteries and fuel cells, combustion 
will remain a critical pillar of our energy system, e.g. in 
the fields of heavy duty vehicles, aircrafts, the 
generation of heat for industry processes, and as 
hybrid solutions in combination with batteries and fuel 
cells [4]. 

One possibility to integrate the generated hydrogen 
into the existing energy infrastructure is the 
enrichment of conventional fuels such as natural gas 
by hydrogen. Such fuels are termed High Hydrogen 
Content (HHC) fuels. However, a variety of problems 
arises for combustion processes that involve hydrogen 
and HHC fuels, e.g., lean hydrogen/air flames are 
prone to combustion instabilities, which can 
substantially change flame dynamics and heat release 
rates. In particular, the instabilities lead to higher flame 
speeds, which is highly relevant for safety issues such 
as flash back. The combustion instabilities originate 
from the low Lewis number of hydrogen, which 
induces strong differential diffusion effects along the 
flame front, and are termed thermodiffusive 
instabilities. However, this instability mechanism is yet 
not sufficiently well understood and before HHC 
combustion becomes applicable in actual combustion 
engines a deeper understanding of its combustion 
behavior is required.

The development process of the next generation 

combustion devices 
that can handle HHC 
fuels typically involves 
the use of simulations, 
e.g. Large Eddy Simu
lations (LES) to cut the 
high cost associated 
with experimental 
tests. However, high
fidelity, predictive simu
lations of hydrogen 
and HHC fuels com
bustion require LES 
models that accurately 
and reliably model 
thermodiffusive 
instabilities. Present
day combustion mod
els developed for 
hydrocarbon fuels, 
which are unaffected 
by such instabilities, 
cannot capture these 
effects.

A main impediment for 
the development of 
new LES models is the 
lack of data. For three
dimensional 
thermodiffusively 
unstable flames, only 
limited data exist; the 
available studies only 
qualitatively highlight the dynamics of these flames, 
but do not provide enough detail for quantitative model 
development. The high level of detail and the 
availability of all desired quantities at all locations 
motivates the use of Direct Numerical Simulations 
(DNS) for model development. For example, DNS 
provide information about reaction rates or higher 
order moments, that are challenging to obtain 
experimentally. Recently, advances in supercomputing 
have enabled a range of interesting DNS studies and 
made DNS a powerful tool in combustion science. 
Within this project, a series of DNS of turbulent 
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Figure 1: Temperature isocontour col
ored by the heat release rate of a DNS of 
a turbulent lean premixed hydrogen jet 
flame in a slot burner configuration.



Thermodiffusive instabilities in lean premixed hydrogen/air flames

premixed lean hydrogen flames is conducted to 
generate a unique database of thermodiffusively 
unstable flames. From this database, LES models that 
account for the impact of thermodiffusive instabilities 
on turbulent flames can be rigorously developed. 

Results and Methods 

Numerical Framework
The governing equations of the DNS are given by the 
reacting NavierStokes equations in the lowMach 
limit. For the computation, an inhouse code called 
CIAO is employed. The code is a highorder, semi
implicit finite difference code that uses CrankNicolson 
time advancement and an iterative predictor corrector 
scheme. Spatial and temporal staggering is used to 
increase the accuracy of stencils. The Poisson 
equation for the pressure is solved by the multigrid 
HYPRE solver. Momentum equations are spatially 
discretized with a second order scheme. Species and 
temperature equations are discretized with a fifth order 
WENO scheme. The temperature and species 
equations are advanced by utilizing an operator 
splitting according to Strang. The chemistry operator 
uses a timeimplicit backward difference method, as 
implemented in the stiff ODE solver CVODE. For 
further details about the applied numerical algorithms 
and code verification, the reader is referred to Ref. [5]. 
The code uses the message passing interface (MPI) 
standard.

DNS of Thermodiffusively Unstable H2Flames
Fig. 1 shows the DNS of a threedimensional turbulent 
premixed lean hydrogen slot burner flame. In between 
the two blue colored walls, an unburned lean 
hydrogen/air mixture at Tu = 298 K, p = 1 bar, and 
φ = 0.4 is injected in streamwise (x) direction into the 
simulation domain. In crosswise (y) direction, the main 
jet is shielded by a left and a right coflow, which 
consist of a burned hydrogen/air mixture at the same 
thermochemical conditions as the main jet. To 
generate a turbulent shear layer, the coflows are 
injected at a lower velocity compared to the main jet. 
The spanwise (z) direction is periodic, which allows to 
efficiently collect flame statistics for the analyses. The 

flame in Fig. 1 is represented by a temperature iso
contour that is colored by the local heat release. Due 
to the interactions of turbulence and the 
thermodiffusive instability mechanism, the heat 
release rate shows strong variations along the iso
contour. 

The impact of the thermodiffusive instabilities on the 
combustion process can be particularly seen in Fig. 2. 
In the left figure, an instantaneous temperature 
distribution of a DNS that involves realistic molecular 
transport such as differential diffusion is shown and is 
termed nonunity Lewis number case. In the right 
figure, another DNS, in which molecular transport is 
simplified such that the thermodiffusive instability 
mechanism is suppressed, is shown and is referred to 
as unity Lewis number case. Thus, a comparison of 
both simulations allows for a rigorous assessment of 
the impact of the thermodiffusive instability 
mechanism. In particular, the nonunity Lewis number 
case shows strong temperature overshoots behind the 
flame front which do not exist in the unity Lewis 
number case. Such “hot spots” are particularly 
relevant for NOx pollutant formation and require further 
investigation. Furthermore, in contrast to the unity 
Lewis number case, extinction and areas of strong 
heat release are found in the nonunity Lewis number 
case (not shown here), which strongly affect the local 
propagation speed of the flames.

The conducted DNS clearly show the significant 
impact of thermodiffusive instabilities on turbulent 
flames. The datasets that have been generated within 
this project form a unique database for studying the 
interactions of turbulence and thermodiffusive 
instabilities in detail and will guide the development of 
combustion models for predictive LES of such flames.
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Figure 2: Temperature distribution of a lean premixed hydrogen jet flame using i) nonunity Lewis numbers (left) and ii) unityLewis numbers (right).



Introduction

Geophysical flows from wind to oceanic currents 
represent a clean source of energy widely available. 
Structures based on vortexinduced vibrations are one 
of the mechanisms for harvesting part of this energy in 
the range of frequencies where flowinduced vibrations 
originate a strong coupling between the oscillating 
body and the fluctuating wake. In the present project, 
high fidelity simulations of a cylindrical body oscillating 
in a freestream from subcritical to supercritical 
Reynolds numbers will be carried out for first time by 
means of wallresolved LES.

 The project aims at shedding light in the interactions 
of the cylinder with the fluid and specially with the 
boundary layer, but also the characterisation of the 
wake topology. The project focus on study the 
influence of the Reynolds number and the range of 
frequencies in which vortex induced vibrations 
reinforce the aerodynamic forces on the cylinder. In 
addition to this, for the cases corresponding to the 
critical and supercritical Reynolds numbers were the 
wake width is reduced as a consequence of the 
instabilities in the boundary layer, localised roughness 
or a trip wire is added to the cylinder surface in the 
location where boundary layer is forced to separate 
from the cylinder so as to passively control flow 
separation and transition to turbulence to widen the 
wake. 

The main idea behind the use of these passive 
devices is to maximise the ratio of the amplitude of 
oscillations to the cylinder diameter (A/D). This is the 
first time this kind of simulations are performed at this 

level of modelisation, being a step forward in the 
understanding of the physics of fluid structure 
interaction in the range of industrial applications.

Results and Methods

In the present project the main characteristics of the 
wake of 2DOF freely vibrating cylinders have been 
described using results from largeeddy simulations of 
the flow in the range of Reynolds numbers of 
Re = 3,900−7.5×105, and the supercritical regimes for 
first time.

The behaviour of 2DOF vibrating cylinders remains 
almost the same along the whole subcritical regime 
(Re = 3,900–105) and the threebranches of response 
of this system is well captured by the LES. In figure 1, 
the maximum crossflow and inline nondimensional 
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Figure 1: Nondimensional crossflow and inline maximum amplitudes of 
oscillation as a function of the reduced velocity. Present LES results at 
different Reynolds numbers compared with literature data.
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Figure 2:  Instantaneous flow in the subcritical regime in the superupper 
branch at U* = 5.5. Re = 5,300 (left) and Re = 105 (right).



amplitudes of vibration for 
different Reynolds 
numbers up to Re = 1,000–
105, corresponding to the 
subcritical regime, are 
plotted. In the figure, the 
experimental results of 
Jauvtis & Williamson for a 
lowmass ratio cylinder 
(2.6) and in the range of 
Re = 11,000–105 are 
given. In addition, the 
numerical results by Gsell 
et al. at a Reynolds 
number of Re = 3,900 are 
also included. At these Reynolds numbers, the low
mass ratio 2DOF cylinder response is characterised 
by three branches: the initial (I), the superupper (SU) 
and the lower (L) branches. Each of these branches 
have different characteristics and amplitude of 
response. 

The I branch, where the synchronisation or lockin 
begins, has very small inline vibrations (see figure 1) 
and the wake is characterised by the typical von 
Karman street vortex shedding mode or 2S vortex 
formation mode (following the nomenclature of 
Williamson & Roshko), i.e. 2 vortices shed each cycle. 
This wake configuration can be seen in figure 2 (top), 
where ensemble average vorticity contours at U* = 3.0 
are depicted. Actually, in the 2S mode, and in spite of 
the crossflow fluctuation of the cylinder, the vortices 
shed are inline with the wake centreline in a similar 
fashion to the static cylinder as can be seen in the 
figure.

Of particular interest is the SU branch, where inline 
and crossflow amplitudes of fluctuation peak. This 
branch is not present in 1DOF systems and is 
characteristic only of 2DOF with lowmass ratio 
m* < 6. In this branch, the wake is broader and vortex 
shedding mode changes from a 2S pattern to a 2T 
one, i.e. 2 triplets of vortices shed each shedding 
cycle. This mode was first described by Williamson & 
Roshko. Actually, the footprint of two out of three 
vortices shed once the cylinder reaches its maximum 
elongation in the crossflow direction is observed in 
our simulations. However, as the flow moves 
downstream, the triplets of vortices shed each cycle 
merge into a single vortex located off the wake 
centreline. Finally, the L branch, with a low level of 
fluctuation in the inline direction and with 
decreasingcrossflow amplitudes as the reduced 
velocity increases up until the desynchronisation of 
the system around U* = 12 occurs. In this branch the 
vortex shedding mode is different than in the other two 
branches and is characterised by two pair of vortices 
shed each cycle (also known as 2P mode).

Last but not the least, attention should be also paid to 
the fact that along the whole subcritical regime, 
cylinder amplitudes are only function of the reduced 
velocity and independent on the Reynolds number 
(see figure 1). In fact, the cylinder inline and cross
flow positions at each instant of the cycle(not shown 
here) are almost the same regardless of the Reynolds 
number, which points out to the similarities with the 
static cylinder in which along the whole subcritical 
regime the wake characteristics are nearly the same. 
Actually, if the instantaneous flow at Re = 5,300 and 
Re = 105 for U* = 5.5 are compared at the maximum 
elongation position, one can see the same largescale 
structures of the flow and wake configuration for both 
Reynolds numbers (see figure 2). 

Ongoing Research / Outlook

Future work will focus on the POD and DMD of the 
obtained data bases in order to characterize the role 
Gortlerlike structures on the desynchronization of the 
cylinder. Additionally, effects of roughness over the 
supercritical behavior are also being studied. 

As a final note we were awarded the best PRACE 
Industrial Presentation at PRACEDays19 during the 
EuroHPC Summit Week 2019. And the project has 
been highlighted in the ninth Issue of the PRACE 
Digest. 
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Figure 4:  Instantaneous vortical structures close to the cylinder surface. 
Initial branch (left), super upper branch (middle), lower branch (right).

Figure 3:  The supercritical wake of a 2DOF cylinder at 
Re = 7.5∙105 (right) and nondimensional crossflow and 
inline amplitudes as a function of the reduced velocity 
in the supercritical regime.

VIVALdI—High fidelity simulation of vortex induced vibrations for flow control and energy harvesting



Introduction

In many engineering applications (e.g. spark ignition 
engines, industrial gas turbines) premixed combustion 
takes place at elevated pressures. However, a large 
part of the existing literature on numerical and 
theoretical analysis and model development in the 
context of premixed combustion has been carried out 
at ambient pressure conditions. Further, in high
pressure testrigs optical access is limited, laser and 
signal beams must pass through several windows 
often resulting in signal decrease making the 
acquisition of reliable results more difficult and more 
expensive. Increased pressure affects both, flame and 
turbulence characteristics and in addition chemical 
kinetics. Typically, for hydrocarbon fuels, laminar 
burning velocities and flame thicknesses are reduced 
when pressure rises. Pressure also affects kinematic 
viscosity which changes the Reynolds, Damköhler and 
Karlovitz numbers, reaction rates and flame speed, 
extinction, ignition delay time or pollutant formation. 
The reduction of the flame thickness promotes the 
hydrodynamic instability which has an impact on flame 
morphology, flame area and turbulent flame speed. 
Many of these aspects have been analysed in detail 
by interrogating a newly established direct numerical 
simulation (DNS) database with the help of the project 
resources (i.e. 28 Mio core hours). The dataset covers 
a large range of parametric variations of thermody
namic pressure, inlet turbulence, nozzle diameter and 
heat release parameter.

Methods

The wellknown DNS code SENGA [18] has been 
used for the simulations carried out in this analysis. In 
SENGA, the conservation equations of mass, momen
tum, energy and reaction progress variables are 
solved in nondimensional form. The spatial discretisa
tion is carried out using a 10th order central difference 
scheme for internal grid points, while the time
advancement is carried out using a lowstorage 3rd 
order RungeKutta scheme. All the analysis consider a 
generic singlestep Arrhenius type irreversible chemi
cal mechanism for the purpose of computational 

economy due to the demands of flame resolution at 
elevated pressures. For hydrocarbonair combustion 
the unstrained laminar burning velocity and the flame 
thickness decrease with pressure. In the context of a 
simple chemical mechanism, the preexponential fac
tor and kinematic viscosity have been altered to 
account for the desired pressure dependence.

The code has been parallelised using MPI and the 
results of the scaling analysis have been reported in 
[2]. Turbulent inflow data has been generated using a 
modified version of the digital filter based method. In 
order to overcome the efficiency problems related to 
the generation of synthetic turbulent inflow data on 
large distributed grids, several modifications have 
been implemented which are reported in [2]. The 
biggest simulation (i.e. the 25 bar Bunsen flame) 
consumed about 4 Mio core hours on 13,824 cores. 
One result file containing all variables for one time 
step has a size of 108GB and altogether 10 statistical
ly independent time steps have been stored for 
evaluating selected statistics.

Results

The analysis of the database covered a wide range of 
topics from fundamental aspects of high pressure 
turbulent combustion processes (e.g. the role of 
hydrodynamic instability on flame dynamics [1], scalar 
gradient and strain rate statistics [2], surface density 
function transport statistics [3], flame curvature trans
port in high pressure Bunsen flames [4], the validity of 
Damköhler’s first hypothesis [5]) to high fidelity large 
eddy simulation (LES) modeling, including turbulent 
scalar fluxes [6], subgrid scale variance of reaction 
progress variable [7] as well as algebraic [8] and 
transport equation based [9] flame surface density 
modelling. The main finding in terms of LES modelling 
is, that most of the results indicate that for a given 
resolution of the flame front, the considered LES 
closures perform in a qualitatively similar manner 
irrespective of pressure variation. However, for a given 
computational mesh, the performance deteriorates as 
the flame thickness decreases with increasing 
pressure.
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Development of an integral LES model for turbulent premixed combustion at elevated pressures

Ongoing Research / Outlook

The unity Lewis number database considered so far 
has been extended recently (see Fig. 1) by variations 
of the ratio of thermal diffusivity to mass diffusivity. 
This aspect become increasingly important because of 
the presence of thermodiffusive instability (e.g. in the 
case of alternative, lean high hydrogen content fuels) 
possibly interacting with hydrodynamic instabilities 
which are likely to occur under elevated pressures. 
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Figure 1: Turbulent premixed Bunsen flames (top) Lewis number Le = 1 and 
(bottom) Le = 0.34 at different pressure levels: 1 bar, 5 bar, 10 bar (left to 
right). The different colours represent different values of reaction progress 
variable.



Introduction

On modern commercial aircraft flying at high angles of 
attack the flow on the main wing downstream of the 
area where the slat is cut out for the nacellewing inte
gration is prone to massive flow separation. To coun
teract this effect, the engines are often equipped with 
small vortex generators called strakes. The longitudi
nal vortices generated by these strakes interact with 
the boundary layer of the main wing upper surface 
having a stabilizing effect on it. The stabilizing effect of 
the vortex/boundarylayer interaction is not fully under
stood yet. Therefore, a better understanding of the in
volved physics is crucial to optimize the design of the 
strake/slatcutout/mainwing configuration. The aim of 
the project (funded by DFG under grant numbers KN 
888/21 and RA 595/251) is to establish a numerical 
simulation method to predict and understand the 
strakevortex/boundarylayer interaction for an airfoil at 
a highlift configuration and at flight Reynolds num
bers. To investigate the capabilities of the assessed 
numerical approaches, a simplified test case setup is 
introduced that helps to avoid complex and unknown 
uncertainties. The simplified test case consists on a 
sharpedged Delta wing which generates a strakelike 
longitudinal vortex that interacts with the boundary 
layer on the upper surface of an airfoil located down
stream, which is the HGR01 single element airfoil. It is 
well known, that stateoftheart simulation methods 
based on the Reynolds Averaged NavierStokes 
(RANS) turbulence models employing the Boussinesq 
approximation significantly overpredict the decay of 
free longitudinal vortices [1]. Therefore, a full differen
tial Reynolds Stress Model (RSM) is applied for this 
project. Moreover, to enhance the prediction of the 
longitudinal vortex and its interaction with the at
tached boundary layer, turbulenceresolving methods 
called hybrid RANS/LES methods (HRLM) are investi
gated.

Results and Methods

The investigations in this project were separated into 
two tasks. The first part comprises the simulation of 
the longitudinal vortex generated by the Delta wing; 
the second part investigates the interaction of the lon
gitudinal vortex with the airfoil boundary layer. This 

split strategy is depicted in Figure 1. For all numerical 
simulations performed on SuperMUCNG, the DLR 
TAUCode was applied, which is an unstructured finite
volume based, 2nd order compressible flow solver. In 
a first step, the focus was on establishing a simulation 
strategy to correctly predict the longitudinal vortex 
generated by the flow over the Delta wing (cf. Figure 
1, top). To achieve this goal, the DLR TAUCode was 
extended to introduce synthetic turbulence into off
wall, free vortex flows. These synthetic turbulent struc
tures are injected at an interface in the flow field to 
reliably predict the resolved turbulence in the flow. 
Figure 2 shows the topology of the flow, with modeled, 
timeaveraged turbulence on the Delta wing and the 
transition to resolved turbulent structures in the vortex 
with the interface position indicated by the red line. 
Three different interface positions were investigated 
during the project (depicted in Figure 3): At position 
I.1, the RANS/LES interface interferes with the vortex 
rollup process impacting the bulk development of the 
vortex. At position I.2 the vortex is better developed, 
however the modeled turbulence at the vortex core 
has strongly decayed. The generation of synthetic 
turbulence uses the modeled turbulence as an input, 
i.e. if the modeled turbulence is not reliable at the 
given position also the synthetic structures are defec
tive. This leads to a strong underestimation of the 
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Figure 1: Split strategy for the investigation of a suitable numerical approach 
for the strakelike vortex/boundary layer interaction. Top: Generation and 
streamwise development of the strakelike vortex; Bottom: Longitudinal 
vortex/boundary layer interaction; Visualization with isosurfaces of the Q
criterion colored by vorticity.



Simulating the interaction of a strake vortex with an aircraft wing

resolved turbulence in the vortex downstream of the 
interface. The best agreement with experimental data 
that were generated within the project was obtained by 
the interface positioned on the Delta wing surface. A 
detailed discussion on these findings is given in [2].  A 
second part of the project focused on the interaction of 
the longitudinal vortex with the boundary layer of the 
HGR01 airfoil. To permit parameter studies resulting 
into a large number of simulations, the setup was 
further simplified: The longitudinal vortex was generat
ed in vicinity of the HGR01 airfoil by an actuator disk 
boundary condition. This simplified setup is shown in 
Figure 1 on the right hand side. The DLR TAUCode 
was extended for a tailored usage of the actuator disk 
boundary condition and also here, the generation of 
synthetic turbulence was adapted. For the assessment 
of the vortex/boundary layer interaction three numeri
cal approaches were investigated.

These are:
• RANSRANS: The vortex and the airfoil 

boundary layers are computed with the 
RANS approach hence the turbulence is 
fully modeled

• LESRANS: The turbulence in the vortex
is scaleresolved (LES) and the airfoil 
boundary layers is modeled with RANS

• LESWMLES: The turbulence for both,
the vortex and the airfoil boundary layer,
is scaleresolved.

The results from the LESRANS simulation show that 
fully modeling the turbulent boundary layer flow ne
glects the effect of the scaleresolved vortex, providing 
very similar results to the RANSRANS simulation. 
When both, the turbulent boundary layer and the vor
tex are scaleresolved, the vortex/boundary layer inter
action produces a stronger displacement of the bound
ary layer. In general, thicker boundary layers have a 
stronger tendency to separation. However, for the 
LESWMLES, the vortex transfers additional momen
tum into the boundary layer which counteracts this 
effect and leads to a more stable boundary layer. A 
slice through the flow field showing the mean velocity 

of the vortex interaction with the underlying boundary 
layer is shown in Figure 4. On the right hand side, in 
the result for the LESWMLES, the regions of low 
velocities (blue) are reduced indicating the momentum 
transfer from the vortex into the boundary layer. 

For all computations performed within this activity, we 
used up to 1,680 cores for one simulation, running 
more than 800 hours. To ensure the progress of the 
simulations, restartdata were saved several times 
during one job running on the cluster. One dataset for 
restart needed 56 GB of storage. To visualize the flow 
in the longitudinal vortex a total amount of data of 
3.75 TB was collected. The huge data generated 
during the simulations required a realtime script
based postprocessing and a daily transfer of the 
results to a local storage system.

Ongoing Research / Outlook

The granted computational resources on SuperMUC
NG were essential to achieve the goals of the project. 
To identify an optimal simulation strategy for a certain 
flow phenomenon, parameter studies are an important 
part. For this project, it was necessary to perform 
these parameter studies, applying highquality turbu
lence resolving simulations, which are particularly 
expensive. Based on the computations performed, a 
deeper insight into the flow physics was obtained, and 
deficiencies of current simulation methods were identi
fied. The requirement for simulations with even less 
modeling was outlined, leading to the successful 
extension of the DFGfunding. An extension of this 
project is planned.
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Figure 2: Visualization of regions of modeled (on Delta wing) and resolved (longitudinal vortex) turbulence.

Figure 3: Visualization of positions for the interface between modeled and 
resolved turbulence.

Figure 4: Mean streamwise velocity through the vortex core and the airfoil 
boundary layer: Left: RANSRANS; Center: LESRANS; Right: LESWMLES.



Introduction

The present project is structured into three sub
projects and it deals with the development of 
innovative and environmentally friendly aircraft. The 
first subproject is the Clean Sky 2 project 
FURADO [1], which deals with the aerodynamic 
design optimization of a semiwatertight fullfairing 
rotor head. The fairings are developed for a new 
compound helicopter, namely the Rapid And Cost
Effective Rotorcraft (RACER). The SuperMUC was 
used in the framework of a fully automated optimiza
tion tool chain allowing to simulate the investigated 
flow problems within a reasonable time frame. The 
optimized fairing geometries were examined by CPU 
intensive CFD simulations on the SuperMUCNG. 
Within the second subproject, AURAIS, different 
propeller configurations are investigated. The focus is 
on the design optimization of the propeller blades with 
respect to the aerodynamic efficiency as well as the 
noise footprint. For this purpose, a fully automated 
optimization tool chain was implemented, including 
methods of different fidelity level. The flow simulations 
performed on the SuperMUC are used to validate the 
lowfidelity methods implemented within the toolchain 
and to analyze promising candidates in detail. The 
third subproject, HYPROP, addresses the analysis of 
smallscale propellerdriven flight vehicles. The multi
copterspecific flight conditions (high inflow angles at 
low advance ratios) result in highly transient loads and 
vibrations. The focus of the project is the investigation 
of different propeller configurations under varying in
flow conditions. The usage of the SuperMUCNG en
ables a high temporal and spatial resolution of the 
simulations, which is required to calculate the flow field 
in a timeresolved manner. The results are used to 
derive recommendations for aircraft design purposes.

Results and Methods

Regarding the subproject FURADO, the aerodynamic 
design optimization of the RACER rotor head fairings 
was conducted in several steps [13]. The blade
sleeve fairing, which covers the hub region of the rotor 
blade, was aerodynamically optimized by means of 
CFD simulations. For this purpose, a genetic optimiza
tion algorithm was employed and the aerodynamic 
forces were evaluated. The most promising fairing 
shapes were examined on the isolated rotor head, 
which is illustrated in Fig. 1 showing the surface pres
sure distribution. Moreover, different fullfairing beanie 
shapes were investigated in combination with the 
optimized bladesleeve fairing. The cyclic pitch move
ment of the rotor blades was realized by using mesh 
motion in combination with overset mesh. The best 
combination of fairings was investigated in more detail 
on the full RACER configuration, which is illustrated in 
Fig. 2. The numerical flow simulations were performed 
with ANSYS Fluent 2019.R2. The computational mesh 
of the full configuration consists of 67 Mio. elements. 
Regarding the full RACER configuration, 768 cores 
were used on 16 nodes. Overall, five rotor revolutions 
were simulated, which required 170,000 core hours for 
each case.

The main objective within the second subproject 
AURAIS is the optimization of the propeller blade 
shape providing an efficient and ecofriendly propulsion 
system. Therefore, a multidisciplinary optimization 
approach is applied. For the optimization process, a 
fully automatic optimization tool chain is implemented. 
Within the tool chain, CFD simulations for a detailed 
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Figure 1: Surface pressure distribution on the rotor head. Figure 2: CFD simulation of the full RACER configuration showing near wall 
and flow field vortical structures.



Aerodynamics of Innovative Rotor Configurations

aerodynamic analysis and the FfowcsWilliams 
Hawkings (FWH) method for the acoustic analysis are 
provided. Especially for the acoustic investigations, the 
computational effort is very high, which is related to 
the fine resolution of the computational mesh and 
requires the application of the SuperMUCNG. The 
blockstructured hexahedral mesh used for the 
simulation was created with ANSYS ICEMCFD and 
contains about 80 Mio. cells. For the unsteady flow 
simulations, ANSYS Fluent 2019.R2 was used. The 
scale resolving SBES turbulence model is applied to 
reduce the dissipation and to better preserve the 
information needed by the acoustic analysis. The 
simulations where conducted on 16 nodes using 768 
cores. For the simulation of approximately 10 revolu
tions, 80,000 Coreh were needed. Figure 3 exem
plarily shows the surface pressure distribution on the 
propeller blade. Figure 4 depicts the vortex system 
emitted by the propeller and illustrates the high 
complexity of the wake.

Regarding the subproject HYPROP, numerical flow 
simulations are performed using ANSYS Fluent 
2019.R2 complementary to wind tunnel measure
ments. ANSYS ICEMCFD was used to generate two 
domains comprising a fixed outer domain with 12.6 
Mio. cells and a rotating inner propeller domain with 
5.2 Mio. cells. The sliding mesh technique was used to 
realize the propeller rotation. The unsteady flow 
simulations are performed using the kωSST turbu
lence model and overall, ten propeller revolutions are 
calculated. The usage of the SuperMUCNG enables 
the calculation of the flow field with high temporal and 
spatial resolution allowing for a detailed analysis of the 
flow field characteristics. In Fig. 5, the vortex system of 
an 18inch twoblade propeller is shown for an inflow 
condition of 10 m/s and 120° of inflow angle. The 
highly unsteady flow field leads to vibrations and 
noise. A similar setup is applied on a coaxial propeller 

configuration (see Fig. 6) to investigate the different 
behavior under nonaxial inflow. Here, in sum 35 Mio. 
cells are used to resolve both propellers and the near 
wake region.

Ongoing Research / Outlook

SuperMUCNG enables the complex and CPU
intensive flow simulations performed within this 
project. At the current stage, detailed analyses of 
different flight conditions are conducted for the 
RACER demonstrator as well as the propeller 
configurations shown within this article.
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Figure 5: Isolated propeller. Isosurface of the Qcriterion colored by the 
velocity magnitude. α=120°.

Figure 3: Surface pressure distribution on the propeller.

Figure 4: Iso surface of the Qcriterion colored by the axial velocity 
component.

Figure 6: Coaxial propeller. Isosurface of the Qcriterion colored by the 
velocity magnitude. α=30°.



Introduction

Numerical simulations provide a very flexible and 
efficient manner to investigate turbulent combustion 
processes. In the framework of computational fluid 
dynamics (CFD) the Large Eddy Simulation (LES) 
approach has emerged as a promising tool to 
reproduce accurately many important characteristics 
of turbulent flames. The basic idea of LES is to solve 
numerically the large scales of motion in turbulent 
reacting flows, while the small scales are modeled. 
Typical LES grids cannot resolve the inner structure of 
flames, however, combustion is a diffusion driven 
process, which occurs on the smallest scales and 
interacts with the turbulent structures of the flow field. 
Thus, a subgrid combustion model is usually needed. 
Turbulent combustion models were originally devel
oped for either premixed flames, where fuel and 
oxidizer (usually air) are perfectly mixed before they 
burn, or nonpremixed diffusion flames, where fuel and 
oxidizer are initially separated and the flame stabilizes 
at stoichiometric conditions.

Usually, in technical combustion devices neither of the 
two flame types prevails. Instead, a partially premixed 
flame type is found. In these flames some degree of 
fuelair premixing and spatiotemporal variations of 
fuelair ratio can be observed. These flames may 
exhibit locally the character of diffusion flames or pre
mixed flames and show also additional phenomena 
such as triple flames composed of two premixed 
flames (lean and rich) straddling a diffusion branch. In 
addition, localized extinction and reignition of the 
flame, as well as differential diffusion effects (if 
hydrogen is part of the fuel) may play a role. Standard 
combustion models have difficulties to cope with the 
effects of partially premixed combustion. However, for 
the design process of cleaner combustion devices 
(e.g. gas turbines, aircraft engines, internal combus
tion engines) it is highly relevant to accurately predict 
the combustion efficiency and pollutant formation.

The need for accurate modeling of subgrid scale 
processes becomes more pressing at higher Reynolds 
numbers in general and elevated pressure in particu
lar, where with decreasing viscosity and thermal 

conductivity Kolmogorov length scale and flame 
thickness decrease, resulting in increased flame 
wrinkling at small scales.

Industrial applications feature complex geometries 
with geometrical length scales ranging from submm 
diameter fuel injection orifices to combustor circum
ferences of several meters. Affordable LES of such 
configurations will not be able to resolve all of the 
flame structure even if grids are fine enough to resolve 
a significant fraction of turbulent kinetic energy of the 
flow field. LES turbulent combustion models were 
originally developed for either fully premixed flames or 
completely nonpremixed diffusion flames. To simulate 
partially premixed / stratified combustion often a 
mixture fraction transported scalar is introduced to the 
premixed combustion model. The progress variable 
with the mixture  fraction as a second variable to ac
count for the equivalence ratio fluctuations are used in 
a chemistry look up table in terms of Flamelet / 
ProgressVariable models. These models perform well 
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Eulerian Stochastic Fields Method applied to partially premixed combustion

when applied to atmospheric, laboratoryscale flames 
at moderate Reynolds numbers. A more promising 
combustion model is the Eulerian Stochastic Fields 
method (ESF), which belongs to the family of trans
ported propability density function (PDF) methods. It 
uses finite rate chemistry and is computationally 
expensive and not yet widely used in LES. In this 
research we investigated the suitability of the Eulerian 
Stochastic Fields (ESF) method to partially premixed 
and purely premixed combustion.

Results and Methods

All simulations were conduted with OpenFOAM 4.1. 
The standard implementation was extended with the 
ESF combustion model and to account for analytically 
reduced chemical schemes. Approximately 15 million 
Core hours were granted for project pn69we. A typical 
ESF simulation uses computational grids with one to 
four million computational cells and is carried out on 
up to 1,440 cores. Note also that within one production 
run of 48 hours the physically simulated time is 
typically in the range of several milliseconds. Usually, 
more production runs are needed to obtain at least 15
20 milliseconds of simulated time. This is sufficient to 
extract meaningful statistical information of the 
combustion process. As there exist different ESF 
formulations. One research question was if, and how 
they produce different results. Figure 1 shows a 
comparison of mean and RMS values between 
simulations with the two formulations and compares it 
to data from experiments and high fidelity simulations 
(qDNS) [1]. The considered test case is a piloted flame 
with inhomogeneous fuel inlet. It is found that the 
different formulations tend to have little effect on the 

overall simulation result. It also becomes more and 
more popular to enrich methane flames (Natural gas) 
with hydrogen, e.g. in the context of carbon capture 
and storage techniques. Due to its low molecular 
weight hydrogen diffuses faster than other, heavier 
species. This effect is called differential diffusion and 
leads to different flame structures, moreover these 
flames are more prone to extinction. Differential 
diffusion is often not included in many CFD codes. An 
important finding is that differential diffusion is a 
relevant mechanism and should not be neglected in 
the simulations, otherwise local extinction and flame 
liftoff are overpredicted (Fig. 2). The ESF method 
was also applied to purely premixed combustion at 
different pressure levels. The main finding was that 
this combustion model was not able to resolve the 
complex flame structure and is not found suitable for 
premixed combustion simulations, as the flame 
heights are not reproduced correctly (Fig. 3). 

Ongoing Research / Outlook

Most of the research has been completed. An 
important finding is that the choice of the chemical 
mechanism is more relevant than the employed  
number of stochastic fields. Often only one or two 
fields are sufficient, which reduces significantly the 
computational cost of the simulation. 
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Figure 3: ESF method applied to a premixed Bunsen flame at 1, 5, and 10 bar. The 
flame is too long compared to the benchmark FSD model for premixed combustion. 

Figure 2: Comparison of simulations with differential diffusion and unity Lewis 
analogy (Le=1). Neglecting differential diffusion leads to a flame lift off [2]. 



Introduction

The right dose of medication can be delivered into the 
respective area of the human body at the right time by 
means of socalled targeted drug delivery.  The 
controlled treatment, highly localized both spatially and 
temporary, reduces negative side effects and 
increases the effectiveness of the medication. One of 
the promising drug delivery methods is the usage of 
multilayered micro emulsions. Doubleemulsions, e.g., 
are droplets, where the waterdissolved medicine is 
surrounded by waterinsoluble oil. Along with the 
surrounding water environment, this kind of emulsion 
is called waterinoilinwater (W/O/W) emulsion [2]. 
For such systems, the drug release can be triggered 
by a phase transition of the stabilizing outer oil layer 
by ultrasound heating. Chen et al. [3] have shown that 
stable triple emulsions with gas core can be 
generated. These gasinoilinwaterinoil (G/O/W/O) 
droplets are very sensitive to ultrasound, yet the 
details of the complex interactions and wave dynamics 
are not well described. 

It is also known that an intense ultrasound pulse or 
shock in water may cause an asymmetrical collapse of 
a gas bubble, followed by the formation of a high
speed jet. This combination of microbubbles and ultra
sound is used in medicine, for example, to destruct 
kidney stones (lithotripsy) or to increase cell mem
brane permeability (sonoporation) [4].

In this project we are investigating numerically the 
mechanism of G/W/O/W tripleemulsion shock interac
tions near fluidic biomaterialsurrogate phases. Our 
goal is to understand the main characteristics of the 
penetrating jet that is observed by a shockinduced 
nonsymmetric bubble collapse. Eventually, this 
knowledge can help to improve and design noninva
sive drugdelivery methods. 

Results and Methods

For our investigation, we use the opensource soft
ware package ALPACA [1], which was developed at 

the Chair of Aerodynamics and Fluid Mechanics (TUM) 
over the past five years. ALPACA is a multiresolution 
compressible multiphase solver using the sharp level
set technique for phase tracking. This framework is 
fully MPIparallelized and optimized for largescale 
simulations. The backbone of ALPACA are latest 
discretization techniques combining highresolution 
schemes at vanishing artificial dissipation.

We use the FiniteVolume Method (FVM) together with 
a generalized multimaterial levelset formulation to 
distinguish multiple phases. Originally, the level set 
method can distinguish two fluids only. In this project, 
we use a more sophisticated interface treatment, 
where arbitrary numbers of phases can be tracked 
using a scalar marker field and a global interface level 
set. Locally, individual level sets are generated for 
each existing interface. However, globally only one 
geometrical interface information is tracked. 

We use the SuperMUCNG ressources to perform 
“direct numerical simulations” of triple emulsion 
collapse scenarios. In the beginning, however, we 
limited the problem description to isolated phenomena 
like the shockwave propagation through different 
materials, the asymmetrical collapse of the bubble with 
formation of toroidal structure and subsequent oscilla
tions, the highspeed jet formation, and the flow of the 
jet through the oil shell and its subsequent spreading 
outside the emulsion.

A series of qualitative snapshots for the asymmetrical 
bubble collapse near a gelatin interface is shown in 
Figure 1. By the effect of an external shockwave, the 
bubble collapses and initiates a highly focused liquid 
jet towards the gelatin phase. This liquid jet can then 
penetrate the gelatin phase. This scenario mimics the 
fluiddynamically dominating effect during sonopora
tion.

A representative grid for a threedimensional simula
tion of the indicated setup has an effective resolution 
of 2,048 x 1,024 x 1,024 cells. Note, the multiresolu
tion approach allows to handle this effective resolution 
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with actually “only” about 200 million cells. For each 
parameter set we simulate the numerical problem 
setup for about two weeks using 48 nodes (48 cores 
each). Besides the high computational cost, also post 
processing these simulations is challenging since 
output files are quite large with sizes of 50 GB each. In 
total, we have generated about 170 TB of data that 
needs to be analyzed now in detail. 

Ongoing Research / Outlook

In this project, we have seen a strong improvement in 
our compute capabilities with the availability of the 
largememory nodes on SuperMUCNG. Earlier, we 
had to sacrifice compute power since we could not 
load enough data into memory. This limitation basically 
caused cores idle and wasted compute time. Now, we 
can efficiently utilize all available compute units and 
see much improved performance and scaling of our 
application.

Currently, we are visualizing and analyzing the vast 
amout of data generated by the project and are 
preparing two publications on the penetration mecha
nism. We have seen in the data already some 
fascinating mechanisms that require further detailed 
investigations in the future.
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Figure 1: Time series of qualitative snapshots for a nonsymmetric bubble (grey) collapse near a gelatin phase (orange). Note, time increases from top left to bottom 
right. The remaining cavity demonstrates the liquid jet penetration.



Introduction

High maneuverability is a mandatory requirement of 
stateoftheart airborne high speed vehicles like 
missiles and fixedwing aircrafts. This requirement de
mands maneuvers at high angles of attack which lead 
to large flow separations and the formation of multiple 
vortices (Figure 1 and 2). Regardless of the number of 
vortices, the vortices and their footprint on the surface 
pressure distribution of the vehicle have a strong im
pact on the aerodynamic forces and moments and 
thus on the flight stability of the vehicle. The evolution 
of the vortices is often affected by interactions among 
these vortices (vortex / vortexinteraction) and the 
interaction with vehicle components (vortex / vehicle 
componentinteraction).  At high speeds (M > 0.85), 
shock waves occur, which can additionally lead to a 
vortex / shock interaction.  The interaction can range 
from simply influencing the vortex trajectory to a com
plete vortex merge, changing significantly the trajec
tory and strength of the vortices, and thus the footprint 
of the vortex on the vehicle surface and vehicle com
ponents. In the worst case, vortex burst can occur. 
Vortex burst, also called vortex breakdown, is charac
terized by an abrupt change of the vortex trajectory 
and topology, respectively, often including an internal 
stagnation point and an expansion of the vortical 
structure, which goes along with a pressure rise 
(Bubbletype breakdown [1]). On a delta wing, vortex 
breakdown often occurs at first on one side of the 
vehicle, leading to a highly asymmetric flow field and 
surface pressure distribution.  Important factors for the 
different kinds of interactions are the vortex size and 
strength, which are changing with angle of attack, roll 
and sideslip angle, and Mach number. The different 
kinds of vortexinteraction mentioned above have 
been investigated for decades, but important aspects 
of the vortexinteraction flow physics are still not well 
understood. Therefore, a nonconfidential NATO 
Science and Technology Organization (STO) working 
group (AVT 316) [2] has been established recently to 
improve the prediction of vortexinteraction. Numerical 
simulation can help to get a deeper insight into the 
flow physics. However, for this purpose the rollup and 
the evolution of the vortices have to be modelled with 
a certain accuracy, since this affects the trajectory, 

strength, and size of the vortices. In this respect, 
standard turbulence models are often inadequate [3]. 
Considering vortexinteraction with a shock wave or a 
vehicle component, both the development of the 
attached vortex as well as the evolution of the 
separated vortex in downstream direction towards the 
interaction zone is of importance. However, standard 
turbulence models have been proven to be too dissi
pative to correctly reproduce vortex evolution [2,3]. 
Therefore, the aim of this project is to investigate the 
application of stateoftheart scaleresolving methods 
like DDES and IDDES to these kinds of flows. Further
more, the performance of a seven equation Reynolds 
stress model will be investigated. In the final report, a 
comparison of the results of eddyresolving methods 
with the results of ReynoldsAveraged NavierStokes 
(RANS) simulations, using standard 1 and 2 equation 
turbulence models, will be made. 

Results and Methods

For a generic doubledelta wing configuration and a 
generic missile configuration, steady state (RANS) and 
time accurate flow simulations (URANS), as well as 
scale resolving simulations have been carried out with 
the DLRTAU Code in this study. TAU is a hybrid 
structured/unstructured finite volume flow solver for 
the compressible ReynoldsAveraged NavierStokes
equations. The most demanding steady state compu
tation needed about 15,000 Coreh (1,920 cores) and 
the scale resolving simulations consumed on average 
500,000 Coreh (1,200 cores) to converge. The latter 
statement demonstrates the need for SupermucNG's 
HPC. In total, 5 Terabyte of data was analyzed and 
stored external yet.

Missiles
Regarding the investigations on the missile configura
tion, simulations with a stateoftheart seven equation 
turbulence model have been performed in a first step. 
The aim is to investigate the influence of the computa
tional grid topology and the fineness of the grid on the 
vortex topology, and the influence of the grid proper
ties on the numerical dissipation, respectively. In 
Figure 1, the vortex dominated flow that evolves at the 
missile at a Mach number of 0.85, an angle of attack 

128

Vortical Flow Interaction on Airborne 

High Speed Vehicles

Computational Fluid Dynamics and Engineering

3

RESEARCH INSTITUTION

German Aerospace Center, Institute of Aerodynamic and Flow Technologies, Göttingen

PRINCIPAL INVESTIGATOR

Christian Schnepf

RESEARCHER

Michael Werner

PROJECT PARTNERS

—

SuperMUC Project ID: pn72xu



Vortical Flow Interaction on Airborne High Speed Vehicles

(AoA) of 17.5° and a roll angle of 45° is visualized 
using the Qcriterion and the helicity. In the upper 
illustration (fine grid), secondary vortices on the wing 
are visible in addition to the large scale vortices. In the 
lower figure, however, they are missing due to the 
coarseness of the grid and the resulting greater 
numerical dissipation compared to the fine grid. This 
affects all vortices, such as the leeward vortex on the 
port side. Figure 1 illustrates how the strength of this 
vortex changes significantly with the grid fineness. 
However, this vortex has a strong influence on the 
rolling moment due to its interaction with the wing. 
Hence a correct determination of the vortex evolution 
is essential for simulation based aerodynamic data.

Delta Wings
The studies on delta wings were performed on the 
DLR F22 planform, a generic triple delta configuration 
with sharp leading edges. In a first step, URANS 
simulations for Mach numbers between M = 0.5 and 
M = 1.41 and AoA between α = 8° and α = 28° were 
performed to identify suitable flow conditions for the 
investigation of vortexinteractions. In a second step, 
scale resolving IDDES simulations were carried out for 
selected flow conditions. For the evaluation of the 
results, the unsteady simulations were averaged over 
a period of at least 50 convective time units. In Fig. 2, 
the λ2 criterion is used to visualize the vortex topology 

of an averaged IDDES simulation at M = 0.85, 
AoA = 16°. At these flow conditions, three primary 
vortices develop: at the forebody, the strake and the 
main wing, respectively. Vortex merging between the 
inboard and midboard vortex can be observed on the 
strake, and both the inboard and the midboard vortex 
interact with shocks forming on the wing. While the 
inboard vortex is barely disturbed by the shock interac
tion, the vortex core velocity of the midboard vortex 
drops significantly, leading to vortex breakdown. This 
can be seen in Figure 3, where the streamwise 
development of the velocity deficit δ is plotted for the 
inboard, and midboard vortex. Both URANS and 
IDDES simulations predict vortex breakdown after the 
interaction of the midboard vortex and the shock. 
However, the shock position strongly varies between 
the two approaches. 

Ongoing Research / Outlook

Regarding the missile configuration, IDDES simula
tions will be undertaken to investigate how not only the 
grid influences the evolution of the vortices and their 
interactions, but also the treatment of turbulence. This 
is still addressed in the context of this project. But, it is 
also a possible starting point for a followup project. 
Based on the results for the delta wing configuration, 
in a next step, and beyond, it is planned to perform 
IDDES simulations of analytical vortices in order to 
more closely study the vortexshock interaction itself. 
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Figure 2: Vortex topology on delta wing configuration at M=0.85, AoA=16°, 
visualized by an isosurface of the λ2 criterion.

Figure 3: Comparison of velocity deficit in the vortex core between URANS 
and IDDES.

Figure 1: Visualization of the vortex topology using λ2 criterion isosurface and 
helicity (top: fine grid (≈1006 grid nodes), bottom: corse grid (≈126 grid nodes)).



Introduction

The use of hydrogenenriched fuels is an alternative to 
reduce pollutant emissions in gas turbine (GT) 
applications allowing high flexibility of operation and 
fuel flexibility. However, the presence of hydrogen in 
fuel mixtures can lead to unpredictable behaviour of 
combustion systems and undesirable phenomena 
such as flashback or blowoff. The existence of 
flashback is one of the main drawbacks on burner
stabilized combustion systems operated with hydro
gen, as the H2 content contributes to higher flamma
bility limits and higher burning speeds when compared 
to traditional hydrocarbon fuels. Swirling combustors 
can take advantage of an axial air injection that 
reduces the velocity deficit along the centerline, thus 
providing additional resistance against flashback [1]. 
Axial air injection influences the location of the flame 
by displacing the stagnation point of the aerodynami
cally induced recirculation downstream in the 
combustion chamber, thus increasing burner stability. 
An example of this design is the technicallypremixed 
swirlstabilized presented in the experiments [1], which 
shows that flashback appears at low equivalence 
ratios, when this combustor is operated with pure 
hydrogen. The axial momentum ratio between the fuel 
jets and the air was found to be the dominant 
parameter controlling the flame stabilization process 
and flashback resistance [1] over mixing quality and 
equivalence ratio fluctuations. This hypothesis 
motivates the present study where largeeddy simula

tions (LES) are set with the same axial momentum 
ratio of the experiments and the influence of fuel/air 
mixing is removed by a perfectly premixed assump
tion. 

Results and Methods

Methodology
The governing equations describing the reacting flow 
field correspond to the lowMach number approxima
tion of the Navier–Stokes equations with the energy 
equation represented by the total enthalpy in the 
context of LES with an eddyviscosity given by the 
closured proposed by Vreman. The flow conditions 
considered in this study include the oxidation of a 
hydrogen/air mixture at preheated conditions in a 
turbulent flow field at two equivalence ratios using a 
flamelet method based on the tabulation of laminar 
premixed flamelets with a presumedshape Probability 
Density Function (PDF) with a betafunction [2].  The 
set of governing equations is integrated in time using a 
thirdorder Runge–Kutta explicit method with a 
secondorder lowdissipation lowMach number 
scheme. This computational framework is developed 
into the multiphysics code Alya [3], which is used to 
run the LES simulations.

Numerical setup
The computational domain is depicted in Fig. 1 and 
corresponds to a swirlstabilized technically premixed 
burner. It consists of plenum, fuel injection, mixing 
tube and combustion chamber. The numerical simula
tions have been conducted on a hybrid unstructured 
mesh including the combustion chamber, mixing tube, 
plenum and fuel injection system, so the flow 
distribution across the mixing tube is accounted for. 
The mesh is composed by prisms, tetrahedrons and 
pyramids, and locally refined in the regions of interest. 
While several meshes are considered featuring 
different resolutions in the combustion chamber, the 
mesh used of the presented results include a length 
scale of 0.7 mm in the reacting layer, and 1 mm 
everywhere else.

The three cases have a Reynolds number
Re = 75,000 with preheated air at Tair = 453 K and 
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Figure 1: Computational domain.



Flashback phenomena in a Gas Turbine with hydrogen in technically premixed conditions

hydrogen coming at TH2 = 320 K. The first case 
corresponds to inert conditions without fuel injection 
and it is used not only for validation purposes, but also 
for the evaluation of the impact of heat release on the 
dynamics of the flow in this burner concept. The other 
two cases (phi=0.6 and phi=0.4) correspond to 
reacting flow calculations for which experimental data 
is available. 

Results
The inert calculation revealed a strong characteristic 
frequency at approximately 1,100 Hz that did not 
appear in the presence of the flames, which has been 
confirmed by the LES calculations. The characteristic 
frequency corresponds to the Precessing Vortex Core 
(PVC), which is a wellknown global flow instability 
arising in swirling flows underlying vortex breakdown, 
see Fig. 2.  A flow visualization of the reacting flow 
field is shown in Fig. 3 by a volumetric rendering of the 
density gradient. The flame topology of a swirl
stabilized flame can be distinguished in this plot. The 
distribution of axial velocity and temperature, during 
stable operation at phi = 0.6 is also shown in Fig. 4. 
The effects of heat release also influence the vortex
breakdown mechanism. The inert case exhibits a 
narrow central recirculation with an axial velocity deficit 
at the nozzle exit plane, which can be identified as 
bubbletype vortexbreakdown. The heat release 
causes a wider opening angle with a correction of the 
velocity deficit at the nozzle exit that changes the 
stabilization mechanism to cone type vortex
breakdown as shown in Fig. 4. The LES results are 
able to predict this transition of the vortex breakdown 
in the reacting case, which is a fundamental aspect for 
flashback safety in this burner [1]. The propagation of 
the vortex breakdown into the mixing tube is 
fundamentally induced by the density stratification 
caused by the flame heat release, and suggests the 
burner is prone to combustioninduced vortex break
down flashback [4]. An analysis of the spectra and 
POD modes indicate that the PVC is attenuated due to 
the increase in axial momentum and is ultimately 
suppressed in the reacting flow field. The LES is capa
ble to reproduce both damping effects, which are also 
in agreement with the experimental data [2]. The 
analysis of the flames has shown certain dynamics as 
the flashback point is approached. As the axial 
momentum ratio is reduced, the flashback propensity 
of the burner increases due to an intensification in the 

velocity deficit of the incoming mixture. Moreover, the 
recirculation region is shifted upstream, the central 
recirculation is altered and the flame position is 
displaced towards the reactants. The study of insta
bilities confirms there is no instability at the onset of 
flashback as it is suppressed by the density stratifi
cation.

Computational cost
The reacting flow simulations were run using 1,280 
cores for 96 hours to obtain fullyaveraged flow fields 
and extract first and second order statistics. The inert 
calculations were much faster and required 36 hours. 
In order to compute the POD analysis, many snap
shots were stored requiring about 0.8 Terabytes of 
data for each case. 

Ongoing Research / Outlook

Thanks to SuperMUCNG, we were able to run these 
simulations, and perform data analysis and visualiza
tions in the cluster. Our next steps are to include a 
detailed study of the mixing process between fuel and 
air.
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Figure 3: Qvorticity visualization and power spectra density of 
the inert case including PIV and LES.

Figure 2: Qvorticity visualization and power spectra density of the inert case including PIV 
and LES.

Figure 4: Axial velocity and temperature snapshots of the flow field during 
stable operation at phi=0.6.



Introduction

The Chair of Aerodynamics and Fluid Mechanics 
(AER) is active in the research on the aerodynamic 
characteristics of low aspectratio wings. A turbulence 
model conditioning methodology for vortex dominated 
flows and the controllability and stability investigation 
of delta wing configurations has provided significant 
results and play a major role in the academic activity 
at AER. In this project, the aerodynamics of high agili
ty aircraft are investigated. High agility aircraft often re
quire an operation at extreme flight conditions. The 
configuration is based on wings with medium to high 
sweep angle and leading edges small radii. Even at 
low angles of attack the flow separates at the leading 
edge or at multiple swept leading edges and forms a 
vortex or vortex systems, respectively. Extensive 
investigations on hybrid delta wing configurations were 
carried out. The project can be divided into three 
subprojects. In the VitAM project a turbulence model 
conditioning for vortex dominated flows is developed. 
In the second subproject, ”Multiple Swept Wings”, 
funded by DFG, the vortex dominated flow on hybrid 
delta wing fuselage configurations is investigated. The 
project “Aeroservoelasticity” deals with the developme
nt of a numerical method for the investigation of aer
oelastic problems including control surface 
deflections which are modeled with a Chimera appro
ach.  

The usage of the HighPerformance Computing 
system has played a fundamental role for the proper 
development of the simulations. Numerical simulations 
are routinely employed in parallel to experimental data 
in the design or investigation of new aerodynamic 
solutions. Considering a complex geometry and a pro
gressively demanding level of accuracy, the 
computational grids need to be refined and the numer
ical methodology improved; both resulting in an incre
asing computational effort. In this sense, a 
HighPerformance Computing system is essential for 
the effectiveness of the research. The results and 
future expectations are reported, showing their 
importance for the research projects.

Results and Methods

In the context of the VitAMInABC group of the VitAM 
(Advanced Aircraft Understanding via the Virtual 
Aircraft Model) project, a methodology to automatically 
calibrate a turbulence model modification based on 
experimental data has been developed and applied for 
relevant test cases, Fig. 1. The idea consists of 
introducing additional source terms which are 
exclusively active in the vortex flow field. The 
remaining part of the field is not affected. The 
turbulence model used here is the oneequation eddy
viscosity transport model of SpalartAllmaras. The 
additional terms are formulated for having different 
sensitivities at different regions or different topologies 
of the vortex. A gradientdescent method is used for 
the calibration of the coefficients by minimizing the 
error between the numerical simulation and the 
experimental data.
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Figure 1: Nondimensional Surface distribution Cp and vorticity magnitude ω 
detained by standard and optimized turbulence model simulations for a 65° 
delta wing.



aerodynamics with elasticity effects is developed and 
investigated. The solution is based on coupled high
fidelity Computational Fluid Dynamics (CFD) and 
Computational Structural Mechanics (CSM) 
simulations with the multidisciplinary simulation 
environment SimServer. In SimServer, the DLR Tau 
Code is embedded to obtain the CFD solution by 
solving the ReynoldsAveraged NavierStokes (RANS) 
equations. Structural displacements are computed 
with a modal solver. The Chimera implementation of 
SimServer is applied to model the control surfaces. 
Numerical simulations with the flexible Chimera 
method have been performed for two validation test 
cases and for the Model53 wing configuration, Fig. 3, 
which is a generic delta wing with an inboard and 
outboard trailing edge flap. Aerodynamic and 
aeroelastic simulations for several flap deflection 
angles are conducted in order to investigate the effect 
of structural deformations on the flow field and control 
surface effectiveness. The results revealed the 
significance of taking the structural flexibility into 
account in order to obtain accurate values and trends 
of the forces and moments for several flap deflection 
angles. Compared to the rigid simulation, the 
computational time increased by a factor of 1.7 for the 
aeroelastic simulation, which is considered to be 
acceptable given the considerable improvements in 
the accuracy of the results [4].

Ongoing Research / Outlook

The SuperMUCNG is essential to this project. Major 
investigations have been performed in the past and 
important and interesting results were achieved.  
Further numerical investigations are needed in all 
subprojects for a deeper comprehension of the vortex 
flows and their structural impact on delta wing 
configurations.
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Aerodynamics and structural mechanics of high agility aircraft

During the optimization procedure, CFD simulations 
are iteratively performed by restarting the previous 
solution and varying the coefficients to evaluate their 
sensitivity for establishing the updated parameters 
values. In this sense, even though the conditioned 
turbulence model does not introduce additional 
computational demand to the single numerical 
simulation, the optimization procedure for different test 
cases at different flow conditions and the investigation 
of the terms sensitivities as well as the production of a 
comprehensive database is computationally 
expensive. Results have shown the good grade of 
accuracy improvement obtained from the methodology 
for different test cases [1].

In the project, ”Multiple Swept Wings”, the flow field at 
hybrid delta wing fuselage configurations are 
investigated. The highperformance computing system 
is used for highly resolved simulations with different 
numerical methods. Unsteady Reynoldsaveraged 
NavierStokes (URANS) simulations and delayed 
detached eddy simulations (DDES) are performed for 
the considered configurations, Fig. 2. 

The simulations were conducted at subsonic speed at 
symmetric freestream conditions and an angle of 
attack of α = 16°. For the NA1 W1 configuration the 
results of the DDES provide a better agreement to the 
experiments, especially, for flow field quantities and 
the pitching moment coefficient. For the NA1 W2 
configuration, however, the URANS simulation also 
shows very good results, with low deviation of the 
aerodynamic coefficients and flow field quantities with 
respect to experimental data. The computational time 
for a fully converged DDES simulation for one 
configuration at α = 16° is about 3.5 Mio Coreh. The 
URANS simulations with the oneequation turbulence 
model of Spalart and Allmaras with rotation correction 
only needs about 0.2 Mio Coreh [2,3].

In the Aeroservoelasticity project, a numerical tool for 
the computation of aircraft control surface 
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Figure 2: Isocontour plots of the Q criterion Q* = 50 (blue) and the non
dimensional axial velocity U/U∞ = 0 (red) for URANS and DDES computations 
for Ma∞ = 0.15 and α = 16°.

Figure 3: Nondimensional Surface pressure distribution Cp of the Model53 
for the rigid and flexible configuration at Ma = 0.8, α = 20° and a flap deflec
tion angle of δ = 30°.



Introduction

For the development of the next generation gas 
turbine combustors, the assessment of pollutant 
formation plays a key role. Due to increasingly 
stringent emission limits, further improvements and 
optimization are required. Numerical simulations can 
contribute to design cost reduction and acceleration of 
the development process. However, a lack in the 
predictive quality of stateoftheart combustion 
models often limits the usefulness of numerical results. 
In stationary gas turbines, the most relevant pollutants 
are carbon monoxide (CO) and nitrogen oxides (NOx). 
This work focuses on the formation of these pollutants 
under part load conditions of stationary gas turbines. 
Part load conditions are characterized by low 
equivalence ratios of the air/fuel mixture leading to low 
exhaust temperatures. Under such conditions, NOx 
emissions are not critical, but CO emissions can 
increase and limit load flexibility. One way to reduce 
CO emissions in low load conditions is “staging” of the 
fuel jets. In this mode some of the jets are run with air 
only. Thus, the remaining, burning jets can be 
operated at higher individual equivalence ratios while 
retaining a low total equivalence ratio in the 
combustion chamber. This research focuses on the 
staged combustion and the interaction of the burning 
flames and the air jets. These interactions influence 
the CO chemistry and are not well captured by current 
combustion models. With better insight into the 
chemistryturbulence interaction via direct numerical 
simulations (DNS) improved models can be 
developed.

Results and Methods

Numerical Framework
The governing equations of the DNS are given by the 
reacting NavierStokes equations in the lowMach 
limit. For the computation, an inhouse code called 
CIAO is employed. CIAO solves the NavierStokes 
equations along with multiphysics effects. It is a 
structured, arbitrary order, finite difference code. A low
Mach solver is available within the framework, which 
uses CrankNicolson type time advancement along 
with a predictorcorrector update scheme. The 
momentum equations are discretized by fourth order 

central differences resulting in low numerical 
dissipation. The simulations are run with finite rate 
chemistry and employing a skeletal mechanism for 
lean premixed methane/air combustion. Species and 
temperature equations are discretized by the WENO5 
scheme ensuring bounded solutions. Spatial and 
temporal staggering of flow variables is used to 
increase the accuracy of the numerical stencils. 
Temperature and species equations are advanced by 
introducing the symmetric operator split of Strang. The 
chemistry operator uses a timeimplicit backward 
difference method, as implemented in CVODE, which 
is a widespread software package for integrating stiff 
ODEs. For further details about the applied numerical 
algorithms and code verification, the reader is referred 
to [2]. The code uses the widely known message 
passing interface (MPI) standard for parallelization. 
The simulation layout is geared by a model combustor 
of a stationary gas turbine combustor, which has been 
used in several experimental studies. Multiple burners 
are arranged circularly around a central pilot flame. 
For the simulation the circular arrangement is 
transformed into three parallel slot jets. Figure 1 
shows a sketch of the resulting simulation setup. The 
pilot flames are located between the jets. The inflow is 
located on the lefthand side and the outflow on the 
righthand side of the domain. The domain is periodic 
in the spanwise and crosswise directions. The 
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Figure 1: Sketch of the DNS domain. Inflow condition on the left hand side 
consists of three turbulent jets with slot width Hj and three laminar pilots with 
slot width Hp. The domain is periodic in y and z directions.
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simulation domain consists of between 260 million grid 
points for the shorter reference case and up to 
430 million grid points for the cases with air jet 
interaction. The production runs were performed on up 
to 10,752 cores, using a total of about 8.5 million core 
hours.

Results
One reference case with three reactive jets is 
compared to two cases with varying interaction 
between one reactive jet and two air jets. Figure 2 
shows instantaneous images from the three cases. 
From top to bottom they are the reference case with 
three burning flames (Case A), a staged jet case with 
high jetjet interaction (Case B) and a case where the 
air and fuel jets are further apart, reducing the 
interaction (Case C). Comparing the two staged cases 
shows an earlier breakup of the flame in Case B and 
increased mixing of flame and air jets. The effect of 
increased perturbations in the combustion process is 
seen in increased CO emissions at the outlet. The 
reduction in the equivalence ratio, coupled with the 
lower temperature from the cold air jets leads to more 
incomplete combustion compared to the reference 
case. The effect is increased by the higher interaction 
in Case B. Figure 3 presents the fraction of carbon 
bound in CO, normalized by the total carbon. While 
the reference Case A has the highest CO peak, it is 

almost completely oxidized to CO2 downstream. The 
two staged cases present a less sharp peak and 
reduced oxidation. In order to understand the different 
CO peaks at x = 20 Hj the joint probability density 
functions (PDF) of CO mass fraction and progress 
variable are plotted in Figure 4 for Case A and Case B. 
In Case A the pathway from unburnt to burnt is only 
along the trajectory of the laminar unstretched flame. 
The trajectory shows a steep increase where CO is 
produced in the inner reaction zone and then an 
equally steep decrease in the oxidation zone. This 
pathway is also present in Case B, though less 
pronounced. Additionally, the PDF of Case B presents 
a second, lower branch, linearly linking the burnt and 
the unburnt states. This pathway is formed through 
mixing between burnt gas and fresh air. Thus, the 
overall distribution of CO is lowered at this point in the 
combustion chamber. However, the CO formed along 
the lower pathway is not oxidized because of the 
locally lower temperatures and remains as increased 
CO emissions at the outlet.

Ongoing Research / Outlook

For the next step of this project a DNS setup with 
parallel jets and cooled walls will be investigated. This 
allows for further research on jetjet interaction and 
additionally will provide insight into the effects of cold 
walls on the CO chemistry. Furthermore, it is planned 
to perform this DNS setup with larger Reynolds 
numbers to investigate the influence of increased 
turbulence on the combustion chemistry.
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Figure 2: The three cases (top down: Cases A, B, C). The flame surface is 
shown in brown shading, the air jets in blue.

Figure 4: Joint PDF of the mass fraction YCO and the progress variable for 
cases A (left) and B at x/Hj = 20. It also shows, the conditional mean (black 
lines) and the solution of an unstretched, laminar flame (pink).

Figure 3: Fraction of total carbon bound in CO along streamwise axis x.



Introduction

Combustion instabilities are strong acoustic 
disturbances that often form spontaneously inside 
rocket combustion chambers and may lead to 
catastrophic failure of the launch vehicle. Although all 
physical processes that may contribute to the onset of 
such instabilities are well understood, the exact 
mechanisms of how these processes interact are still 
largely unknown. It is, however, widely accepted that 
the interaction between acoustic waves and the flame 
inside the rocket engine is very important to the 
formation of combustion instabilities. Even though it is 
very difficult to investigate the flow field in rocket 
combustion chambers experimentally due to the  
harsh flow environment, DLR researchers successfully 
designed a subscale combustion chamber for specifi
cally studying the interaction between acoustics and 
the flame. Combustion chamber H (BKH, see 
Figure 1) consists of five primary shear coaxial 
injectors that are placed in the middle of the  
combustion chamber through which oxygen and 
hydrogen are fed into the reaction zone. Besides its 
large main nozzle in the axial direction, BKH contains 
a secondary nozzle perpendicular to the main flow 
direction which can be opened and closed periodically 

by a siren exciter wheel. By controlling the rotation 
frequency of the exciter wheel, different acoustic 
oscillations, socalled eigenmodes, can be excited 
inside the combustion chamber. BKH is also equipped 
with two windows on its side walls allowing to observe 
the flame dynamics using highspeed cameras and 
optical measurement techniques. Even though BKH 
experiments provided a lot of insight into the nature of 
acousticflame interactions, many other aspects can 
only be observed by detailed numerical simulations. 
The purpose of this SuperMUC project is therefore to 
numerically reproduce BKH experiments for an operat
ing condition that is vulnerable to combustion instabil
ities in real flight engines. Recent experiments on a 
different  subscale rocket engine [2] showed that com
bustion instabilities occur when an eigenmode of the 
oxygen injector is in resonance with the main oscilla
tion mode of the combustion chamber, i.e. when both 
modes have the same frequency. In this project we 
investigate for the first time such a mode coupling 
scenario by carefully controlling the eigenfrequency of 
the oxygen injector and tuning it to the combustion 
chamber eigenfrequency.

Results and Method

The flow field inside combustion chamber 
H is simulated using the DLR TAU code. 
In order to solve the conservation equa
tions for mass, momentum, energy and  
additional turbulence quantities, the com
bustor volume is  discretized into small 
nonoverlapping control volumes (so
called finite volumes) in which the con
served quantities are calculated. By ap
plying many small time steps consecu
tively we can accurately simulate the 
evolution of the complex flow field inside 
the combustion chamber. The simulation 
of rocket engines also requires sophistic
ated models for the thermodynamics of 
the  propellants and the chemical reac
tions involved [3]. Because of the high 
chamber  pressure in BKH (60.3 bar), 
oxygen is a so called supercritical fluid, 
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Figure 1: A schematic overview of BKH [1].



meaning that its density is similar to liquid water, but it 
behaves otherwise like a densified gas. BKH is 
simulated using the scaleresolving Detached Eddy 
Simulation (DES) model which accurately captures 
small turbulent features of the flow but is computa
tionally very  expensive. The DLR TAU code can be 
applied efficiently on supercomputing architectures like 
SuperMUC. Typical BKH simulations are running on 
2,520 Cores in parallel. The project used 13.7 Mio. 
Coreh in total for the simulation of three different 
operating conditions of BKH and smaller preparatory 
studies. This project provides the first scaleresolving 
simulation results for combustion chamber H operating 
with both  cryogenic oxygen and hydrogen. Figure 2 
shows a typical flow field highlighting the dense 
oxygen cores (gray structures) which are surrounded 
by the hot flame. This flow field shows the undisturbed 
flame shape when no acoustical excitation is present. 
The simulated combustion chamber pressure of 61.3 
bar  agrees well with the experimental value. In order 
to determine the combustion chamber eigenmodes, 
which is the first step to enforce acoustic mode cou
pling in simulations, an artificial pressure pulse is 
placed inside the combustion chamber. This pulse 
excites all chamber eigenmodes whose shapes, fre
quencies and decay rates can be determined using 
decomposition techniques, e.g. Dynamic Mode 
Decomposition (DMD). The resulting mode shapes are 
shown in Figure 3. They consist of regions with higher 
pressure (red) and lower pressure (blue) oscillating at 
a single frequency. Chamber modes consist of longi
tudinal (L) and transversal (T) modes and combina
tions of both. The most important chamber eigenmode 
in terms of combustion instabilities is the 1T mode. Its 
mode frequency also agrees very well with the 
experimental value. The 1T mode is most easily 
excited by the siren and forces the flame to oscillate in 
the direction of the siren. During this motion, the dense 
oxygen cores are shortened significantly and flattened 
in a plane perpendicular to the excitation direction. 
Once the chamber 1T mode frequency is known, we 
can  tune the oxygen injector to have its eigenfre
quency matching the chamber 1T mode frequency. 

We then compare results from two simulations where 
the injector mode can couple to the chamber mode, 
and one without mode coupling. In a preparatory study 
we used computationally cheaper unsteady Reynolds
averaged NavierStokes (URANS) simulations to 
investigate the coupling scenario. Even though we 
successfully achieved the desired mode coupling, no 
flame response was observed in the simpler URANS 
setup.This result suggests that the simpler simulations 
possibly neglect a key feature for the development of 
instabilities, which we believe is the vortex shedding at 
the main injectors. This mechanism is resolved in 
DetachedEddy simulations that are currently running 
in the last phase of this project. We expect these 
highly resolving simulations to clearly show if the 
vortex shedding plays a crucial role or if we have to 
focus on other possible mechanisms that might be 
related to the development of combustion instabilities. 

Ongoing Research / Outlook

The scaleresolving simulations in this project would 
not have been possible without the resources from 
SuperMUCNG even though we still had to limit the 
simulations to half of the complete combustion 
chamber. During the project we realized that post
processing of large amounts of timeresolved data 
requires a suitable framework that can process larger
thanmemory datasets in reasonable time. In the 
future we plan on extending our  simulation activities 
to more realistic combustion chambers and future 
fuels, e.g. methane, that are currently of great interest 
for the aerospace industry.
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Figure 2: A visualization of the flow field inside BKH. Figure 3: Combustion chamber eigenmodes of BKH. For an animated version 
of the plots, please follow the link in the QR code.



Introduction

The SuperMUCNG project pr48me is part of the 
subproject D4 of the SFB/Transregio 40 [1]. The main 
objective is the investigation of turbulent heat transfer 
in rocket engine cooling ducts.

A thorough understanding of cooling duct flows is 
required for an efficient design of structural cooling in 
various technical applications. Examples include 
ventilation systems, electrical vehicle battery cooling to 
rocket engines. The latter are using the carried 
cryogenic propellant as coolant in a supercritical state. 
The flow field and the turbulent heat transfer into a 
cooling duct is significantly influenced by secondary 
flows and strong nonlinear thermodynamic property 
variations close to the socalled pseudoboiling line. 
The secondary flows intensify the mixing of hot and 
cold fluid and therefore determine the cooling efficien
cy significantly. They are classified into two categories: 
Prandtl’s flow of the first kind and the weaker turbu
lenceinduced Prandtl’s flow of the second kind. The 
former are reaching strengths of ≈ 2030% of the bulk 
flow velocity and the latter ≈ 13%. Both types exhibit 
a strong influence on the momentum and temperature 
transport.

To study the individual effects, several reference 
cooling ducts have been defined and investigated. To 
study the interaction of turbulenceinduced secondary 
flow, a straight water highaspectratio cooling duct 
has been investigated in cooperation with the techni
cal university of Braunschweig conducting experi
ments for that setup. A curved endsection with 
varying curvature is added to study the interaction of 
the two types of secondary flow and turbulent heat 
transfer. Finally, to study turbulent heat transfer under 
transcritical conditions with strong nonlinear property 
variations induced by intermolecular repulsive forces, 
a periodic channel setup has been defined and 
investigated using methane as working fluid.

For our simulations we use the numerically expensive 
largeeddy simulation (LES) method developed within 
our inhouse LES solver. We further compare the 

obtained results to the more feasible Reynolds
averaged NavierStokes (RANS) method using the 
commercial solvers ANSYS CFX and ANSYS FLUENT 
to show possible deficiencies of the RANS method. 
The main difference is, that in RANS the governing 
equations are solved for the averaged flow state and 
all scales of the turbulence cascade are modelled. In 
LES individual time samples are produced and the 
large scale turbulent structures are resolved and only 
the small ones modelled.

Results and Methods

For the water duct simulations [2] we solve the 
incompressible Boussinesq equations treating the 
temperature as an active scalar. Thermodynamic 
quantities are evaluated using the IAPWS correlations. 
For the pressure Poisson equation and diffusive fluxes 
a 2nd order central difference scheme is used. The 
Poisson equation is solved in each of the 3 Runge
Kutta substeps using a Krylov solver with algebraic 
multigrid preconditioner. For the transcritical channel 
simulations the compressible NavierStokes equations 
are solved. Thermodynamic and transport properties 
are obtained using an adaptive lookup table method 
based on the REFPROP database. For both we 
perform an implicit LES using the Adaptive Local 
Deconvolution Method (ALDM) providing a physically 
consistent subgridscale turbulence model.

The straight water duct simulation setup is shown in 
fig. 1, although with the bend added. The grid contains 
≈280 mio cells and the Re = 110,000 cases have been 
simulated on 7,100 cores on SuperMUC Phase 2. The 
setup including the curvature to study the influence of 
different kinds of secondary flows at a lower Reynolds 
number of Re = 40,000 requires ≈ 40 mio cells and 
runs on ≈ 2,500 cores of SuperMUCNG. The equally 
wallresolved transcritical channel simulations require 
≈ 7.5 mio cells and the cases are simulated on 
SuperMUCNG.

The results of the water cooling duct are in good 
agreement with the experimental PIV and PTV results 
provided from our project partners. The simulations 
have shown, that the turbulenceinduced secondary 
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flow weakens significantly along the duct due to 
heating and associated viscosity decrease. Further
more it has been shown, that the prevalent assump
tion of a constant turbulent Prandtl number as often 
used in the RANS context is not valid for asymmetri
cally heated highaspectratio ducts. For further details 
we refer to the publications [2] and [3]. 

First RANS results for the straightcurvedduct config
uration are shown in fig. 2 highlighting the significance 
of the different secondary flow structures on the heat 
transfer into the duct. In the straight part only the weak 
turbulenceinduced secondary flow is present repre
sented by two counterrotating vortices in each duct 
corner. In the curved section the socalled Dean 
vortices are dominant superimposing the turbulence
induced vortices. Likewise the results for the transcriti
cal channel showed, that the assumption of a constant 
turbulent Prandtl number is invalid if strong property 
variations are present. Furthermore various definitions 
of the turbulent Prandtl number for the region around 
the pseudoboiling line have been investigated and a 
modified formulation proposed. For detailed results we 
refer to [3] and [4]. All investigated RANS models 
available within ANSYS CFX and ANSYS FLUENT 
showed significant deviations from our wallresolved 
LES, see [3] for further details.

Ongoing Research / Outlook

In our ongoing research we will continue our work on 
transcritical channel flows and secondary flow 
investigation, and finally will include and investigate 
the effect of wallroughness. For the secondary flow 
analysis, we want to further focus on the generation 
mechanism of the vortices using the proper orthogonal 
decomposition (POD) method. For the transcritical 
channel flows it is planned to build a numerical 
database of several Reynolds numbers and tempera
ture differences to solidify the already observed and 
published results. Finally, with the growing capabilities 
and importance of additive manufacturing also in the 
field of rocket engine cooling ducts, the question of the 
effects of an increased wallroughness has to be 
investigated. The influence of rough walls on the 
turbulent heat transfer, boiling and secondary flows is 
investigated using a wellresolved LES with a setup 
similar as shown in fig. 1, although without the 
curvature at the end. The working fluid will be liquid 
nitrogen at a pressure of 5 bar and a temperature of 
93 K. These simulations will be accompanied by ex
perimental investigations conducted at the von 
Karman institute in Belgium.
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Figure 2: Temperature increase and secondary flow in the lower duct region 
for the straight duct at (a) x=100 mm and (b) x=550 mm, and in the curved 
section at (c) α=45° and (d) α=90°.

Figure 1: Setup for the highaspectratio water duct simulations.



Introduction

Turbulence is virtually everywhere. It governs our at
mosphere, our oceans as well as their interaction. Tur
bulent flows feature a broad range of dynamically 
active scales with a continuous transfer of energy be
tween them. Turbulence, therefore, plays an impor
tant role for the energy budget of geophysical flows, it 
triggers precipitation by enhancing droplet growth in 
clouds and provides the main mixing mechanism for 
combustion processes, pollutants in the atmosphere, 
urban environments, and marine microorganisms in 
the ocean.

Due to the inherently random character of turbulence, 
predictive theories of turbulence necessarily have to 
be of statistical nature. Despite decades of research, 
developing such theories, which ultimately all model
ing applications rely on, remains one of the outstand
ing scientific challenges.

From a physics perspective, fully developed turbu
lence constitutes a paradigmatic problem of nonequi
librium statistical mechanics with a large number of 
strongly interacting degrees of freedom. The challenge 
of developing a statistical theory of turbulence arises 
from multiscale flow structures, which introduce long
range correlations giving rise to complex, scaledepen
dent statistics. Numerical simulations can provide key 
insights into the emergence of these structures, their 
dynamics, and the resulting statistics.

The main goal of the project is to explore the space
time structure of fully developed turbulence with state
oftheart simulations and, building on computational 
evidence, develop predictive models.

Methods and Results

For our simulationdriven theoretical investigations, we 
study highly turbulent flows from two complementary 
perspectives: The Eulerian frame, i.e. a fixed frame of 
reference, is well suited to investigate spatial features 
of turbulence. In contrast, the Lagrangian frame, i.e. 
following tracer particles, is particularly useful to study 
spatiotemporal phenomena such as turbulent mixing. 
We have developed the simulation framework TurTLE 
(Turbulence Tools: Lagrangian and Eulerian), a flexible 
pseudospectral solver for fluid and turbulence prob
lems implemented in C++ with a hybrid MPI/OpenMP 
approach. TurTLE allows for efficient tracking of a 
large class of particles by means of a parallel pro
gramming pattern that is easy to adapt and implement. 
TurTLE scales well up to O(104) computing cores for 
problem sizes up to 4,0963 grid points and up to 1010 
particles. To make TurTLE broadly available, we plan 
to release it as an open source code. 

For a typical simulation of a fully developed turbulent 
flow, we first equilibrate a simulation to a statistically 
stationary state at a target Reynolds number Rλ, which 
is limited by the grid resolution of the simulation. 
Snapshots of the turbulent field may then be used to 
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Figure 1: Turbulence is a multiscale phenomenon. A sequence of zooms into the velocity field (twodimensional cuts) from one of our simulations with 4,0963  grid 
points reveals significant correlations on all scales.  Steep gradients in the velocity field are closely related  to smallscale coherent structures such as vortex 
filaments (volume rendering, right panel). The close connection between coherent structures and multiscale correlations poses a major challenge in developing a 
statistical theory of turbulence.



initialize new DNS aimed at a Lagrangian analysis 
(e.g. [1,2]) or directly for an Eulerian analysis (e.g. [3]).

For the largest problem size (4,0963) considered in this 
project, the simulation of an integral time (charac
teristic time for largescale flow features) requires on 
the order of 5 M core hours on SuperMUCNG. For 
such simulations, we used up to an entire 512node 
island. A single flow field requires 1.65TB of disk 
space, such that a database spanning several integral 
time scales requires on the order of 100TB. These 
largescale simulations are accompanied by several 
smaller simulations to further explore the parameter 
space.

Figure 1 is a visualization of the velocity field from one 
of our largescale simulations. It illustrates the multi
scale nature of turbulence: while the velocity shows 
correlations comparable to the domain size, a consid
erable degree of smallscale structure in the form of 
coherent vortices is evident from these visualizations.

In one of the research projects related to our LRZ 
project, we investigated how spatial features of turbu
lence influence particle transport. To this end, we es
tablished socalled bridging relations, i.e. statistical 
connections between the Eulerian and Lagrangian 
frames [4]. Starting from the idea that, essentially, 
tracer particles sample turbulent fields in space and in 
time, we developed a theory that expresses La
grangian statistics as a probabilistic mix of Eulerian 
statistics. Our findings have implications for a range of 
problems, including turbulent mixing and dispersion.

In a followup project, we investigated the nature of 
turbulent fluctuations along tracer particle paths [1]. 
Analyzing millions of particle tracks from largescale 
simulations, we made the notable observation that the 
ensemble of tracer trajectories, based on their 
acceleration signature, can be decomposed into very 
simple, closetoGaussian subensembles (see Figure 
2). This led us to develop a comprehensive theoretical 
framework for singleparticle statistics. For the first 
time, this work pointed toward the exciting possibility 
to finally unravel the complex statistics of turbulence in 
a datadriven theoretical approach, which inspires 
novel statistical field theories of turbulence.

Ongoing Research / Outlook

These are just two examples from our ongoing work, 
which illustrate that largescale computing clusters 
such as SuperMUCNG are an indispensable tool for 
pursuing simulationdriven theoretical research. We 
are currently continuing this line of research, focusing 
in particular on the statistical geometry of turbulence. 
By tracking continuous material lines in turbulence, we 
gain a better understanding of how stretching, bend
ing, and twisting facilitate turbulent mixing. We are 
also using the insights of our fundamental turbulence 
research to address a range of important application
focused questions. For example, we investigate how 
turbulence enhances the encounter rates of microor
ganisms in the oceans, and how it may initiate rain 
through enhanced droplet collision rates. Extensive 
largescale simulations will continue to provide the 
computational foundation for such investigations.
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Figure 2: Summary of the main findings of our recent publication [1]: a) When a tracer particle encounters an intense vortex structure, its acceleration components 
oscillate strongly in time.  α(t), the squared acceleration coarsegrained along the tracer trajectory over a few Kolmogorov time scales τ , remains approximately 
constant during such events (black line shows √α). b) Categorizing trajectories by α leads to simple statistics: The standardized probability density functions 
(PDFs) f(a|α) of acceleration components conditional on α (colored lines) are all close to Gaussian. The unconditional PDF (red line) and a Gaussian distribution 
(black, dashed line) are plotted for comparison. c) This observation can be used to formulate a comprehensive statistical framework for singleparticle statistics in 
turbulence: Comparison of PDFs derived from our framework (dashed) with DNS data (solid) (Rλ ≈ 350). From top to bottom: acceleration PDF, velocity increment 
(i.e. velocity differences across a time lag τ) PDFs, velocity PDF (vertically shifted for clarity).
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Introduction

Currently almost all inspace propulsion systems 
depend on the propellant hydrazine or its derivatives 
for thrust generation. However, within the REACH 
framework EU has declared hydrazine a Substance of 
Very High Concern, due to its toxic and carcinogenic 
properties. Therefore this essential propellant has to 
be phased out in the upcoming years. The propellant 
combination methane / oxygen promises to be a good 
replacement, offering good performance, storability 
and handling. Nevertheless, a number of problems 
regarding highpressure combustion, ignition, cooling 
and injection have to be solved before it can be 
applied in fullscale space propulsion systems. The 
Department of Space Propulsion (RFA)  at the Techni 
cal University of Munich investigates all relevant 
properties of methane and oxygen for space 
propulsion applications by implementing various 
experiments. In order to improve experimental design, 
numerical investigations employing Computational 
Fluid Dynamics shall supplement the current efforts. It 
also aids in interpreting results and allows producing 
numerical models able to predict fullscale applications 
[1].

Results and methods

Combustion and wall heat transfer modeling
In order to obtain information about the properties of 
methane combustion and the interaction between the 
flame and the wall, simplified geometrical setups and 
canonical configurations are simulated in order to 

isolate the physical effects that require additional 
modeling. The simulation of a Piloted Premixed Jet 
Burner was carried out using various different fuels 
(methane, ethylene, nheptane and toluene) in a 3D 
domain consisting of 8.1 million cells. The closure of 
the turbulencechemistry interaction in the Large Eddy 
Simulation (LES) was carried out using a thickened 
flame model, while a skeletal mechanism consisting of 
33 species was employed for the chemical kinetics. 
The difference in the oxidation process of CO for each 
of those fuels was examined and compared to detailed 
experimental mole fraction measurements. The 
investigation of this configuration helped shed light into 
the development of turbulence in the nearinjector 
region and the influence of fuel effects on the flame 
length. The work was carried out in a collaboration 
with Stanford University, University of Southern 
California and University of California, Los Angeles.  
Figure 2 shows a 3D view of the CO2 mass fraction in 
the computational domain as well as an isosurface of 
the chemical heat release. Apart from the combustion 
dynamics, a further aspect requiring special attention 
in numerical simulations of rocket engines is the 
interaction between the flame and the wall. Chemical 
reactions occurring in the turbulent boundary layer, 
close to the wall can lead to a direct increase of the 
heat loads and hence precise prediction of their 
magnitude is required. A Direct Numerical Simulation 
(DNS) of a reacting boundary layer flow over an 
isothermal flat plate was employed in order to better 
understand the origin of the aforementioned 
exothermic reactions. An equilibrated, premixed gas 
was injected at the domain inlet and the progress of 
the chemical reactions was examined. Approximately 
26 million cells were used in the 3D domain and a 
chemical mechanism with 34 species was employed. 
The main reaction path responsible for the additional 
heat release was identified in this study: the oxidation 
of CO to form CO2 at low temperatures.  The 
instantaneous fields of CO and CO2  mass  fractions 
as well as the corresponding temperature field are 
plotted in  Fig. 3, clearly indicating an increase in CO2 
concentration.

Subscale chamber simulations
The fact that a large number of physical phenomena 
takes place simultaneously within a thrust chamber, 
including evaporation, turbulent mixing, heat release, 
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Figure 1: Instantaneous density gradient and temperature in resonance igniter. The 
freestream generated by a supersonic nozzle on the left creates complex flow 
interactions with the resonator cavity, which drive the oscillations in the cavity.
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supersonic expansion, flame/flame and flame/wall 
interaction renders numerical simulations of even sub
scale chambers computationally challenging. In an 
effort to accurately describe the chemical reactions 
within the chamber while keeping the required 
resources to a minimum, tabulated chemistry models 
are typically used, like the flamelet model. RANS and 
LES simulations of a subscale chamber operated with 
gaseous methane and gaseous oxygen consisting of 7 
injector elements have been carried out using the 
resources of the SuperMUCNG [3]. In both 
simulations, a strong interaction between the individual 
flames was observed, which directly influenced the 
circumferential distribution of wall heat loads. The 
resulting temperature field from the RANS as well as 
an instantaneous snapshot from the LES are shown in 
Fig. 4.

Resonance ignition
Inspace propulsion systems require extreme reliability 
and to  that end achieving reliable ignition is absolutely 
essential. While the combination methane/oxygen has 
a number of advantages compared to traditional 
propellants, it is a bipropellant combination and hence 
requires a dedicated ignition system. Moreover, the 
slow chemical kinetics and the high ignition 
temperature of methane create challenges, that are 
not easy to overcome with classical ignition systems. 
For that reason RFA carries out research on 
resonance igniters, which could provide passive, 
simple and lightweight ignition sources for many space 
propulsion applications. In these devices pressurized 
propellants are expanded through a nozzle and excite 
violent oscillations in an attached resonator cavity, 

where irreversible effects heat the propellants beyond 
their autoignition temperature, leading to selfignition. 
Previous studies showed, that the commercial CFD 
solver ANSYS Fluent can reproduce these effects 
quantitatively. Current investigations focus on how to 
improve the preparation time of these igniters by 
identifying heat sources and sinks in the system. It 
could be shown, that in current designs most of the 
heat generated by irreversible effects is lost to the 
solid walls, which means that the heatup time is 
dominated by the thermal timescales in the solid 
material [2]. This insight suggests new ways to 
optimize the configuration, which shall be developed 
and investigated in further works. 2D URANS 
simulations are performed while the lowdiffusion 
QUICK scheme is used for spatial discretization and 
the bounded 2nd order implicit formulation is applied for 
time advancement. Fig. 1 shows the instantaneous 
flowfield within the resonator.

Ongoing research / Outlook

The use of the HPC resources provided by 
SuperMUCNG allowed for the investigation of the 
considered configurations using a multitude of 
simulations to conduct parametric studies, helping to 
determine the main processes driving the design 
parameters. It also allowed for the simulation of more 
complex combustor configurations which aim to be 
scalable to flight hardware and therefore are a good 
basis for tool validation. In the topic of numerical 
modeling, the extension of tabulated chemistry models 
is planned as well as their application to fullscale 
hardware operating with methane/oxygen at realistic 
pressure and mixing conditions.
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Figure 2: Instantaneous CO2 mass fraction along the radial and axial 
direction and isosurface of the heat release for the piloted premixed jet 
burner using methane as fuel.

Figure 4: RANS temperature field and instantaneous LES temperature in the 
7element rocket combustor.

Figure 3: Instantaneous CO2 and CO mass fraction as well as temperature 
field for the flat plate DNS.



Introduction

The aerodynamics around space launch vehicles 
determine the external forces that these vehicles 
experience. Hence, the accurate prediction of these 
loads is crucial for the structural design. Additionally, a 
better understanding of the fundamental physical 
phenomena responsible for the observed flow features 
helps to design the vehicle such that the experienced 
loads are reduced. Both the better understanding of 
the loads and the ability to reduce these loads allow 
for vehicles to be designed more efficiently and carry 
more payload mass into orbit. Of particular interest for 
the aerodynamic research is the region at the bottom 
of the vehicle, displayed in Fig. 1, where a sudden 
change in diameter at the end of the main body can 
lead to high mechanical loads. This aspect of space 
launch vehicles is investigated in branch B of the SFB 
Transregio 40 [1], funded by the German Research 
Foundation DFG. Due to its simpler handling both 
numerically and experimentally, nearly all previous 
investigations in the literature have investigated the 
associated phenomena without a propulsive plume or 
with one resulting from expanding air. Consequently 
the plume properties differ significantly from those of 
realistic rocket plumes. Subproject B5 of Transregio 
40, which is handled by the Spacecraft Department of 
the Institute of Aerodynamics and Flow Technology at 
the German Aerospace Center DLR, is concerned in 
particular with the effects that the presence of hot 
propulsive plumes has on the wake flow field 
phenomena [2]. For this purpose computational fluid 

dynamics (CFD) is applied to simulate the flow around 
a scalemodel generic space launch vehicle geometry. 
The advantage of CFD is the ability to analyze all 
regions and aspects of the flow field as required with a 
high level of detail. To ensure the numerical algorithm 
accurately predicts the real flow physics the results 
obtained are compared to experimental investigations 
of key quantities such as wall pressure 
measurements. In the scope of the project pr62po at 
LRZ, a sensitivity study based on a configuration with 
available comparison data in the literature was 
conducted first. Subsequently, it was investigated 
which impact changing the plume conditions and wall 
temperatures has on the flow field and associated 
vehicle loads. 

Methods and Results

The CFD solver used for these simulations is the DLR 
TAUCode that solves the compressible NavierStokes 
equations. TAU is a secondorder accurate Finite 
Volume solver programmed in C and includes 
capabilities to handle multispecies flow and chemical 
reactions [3]. These capabilities are critical to simulate 
the flow field in the presence of hot plumes as these 
result from combustion processes. The flow field 
turbulence is modelled using a Hybrid RANSLES 
method (HRLM) which allows particular regions of 
interest to be resolved with high accuracy Large Eddy 
Simulation (LES) in a timeresolved fashion whereas 
other regions are treated with a lower fidelity 
ReynoldsAveraged NavierStokes (RANS) approach. 

The conducted investigations are the first 
with TAU using highfidelity HRLM in 
combination with multispecies flow and 
finiterate chemical reactions. In the 
process, several optimizations were 
implemented to accelerate, stabilize and 
improve the simulations. Additionally, 
optimal parameter settings in terms of 
computational effort and accuracy for 
these kinds of investigations were found. 
The required computational resources 
depend heavily on the settings used as 
well as the particular configuration 
investigated. The least resources were 
required for a grid in the sensitivity study 
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Figure 1: Visualization of the turbulent structures colored by temperature in 
the base region of a generic space launch vehicle.



(ca. 13 million grid points) with 200,000 coreh 
distributed on 1,120 cores (on SuperMUC Phase 2). 
The most resources were required for simulations on a 
fine grid (ca. 31 million grid points) with around 4 
million coreh on 9,216 cores. These were more 
computationally expensive since multispecies flow and 
chemical reactions in addition to the high numerical 
resolution were required. Overall, about 20 different 
cases were simulated since the start of the project 
totaling about 26 million coreh. Due to the need of 
high time resolution the initial output of one large 
simulation on the SCRATCH file system is about 
250TB, but this can be reduced to about 2TB per case 
of final data by removing quantities only required for 
restarts. 

Scientific results

The scientific results obtained in the project include a 
better understanding both of the numerical methods 
and their requirements and sensitivities [4] as well as 
insights into the flow physics with different 
configuration changes [2]. For brevity, only the most 
significant of the latter are discussed below. The flow 
field around the investigated geometry can be found in 
Fig. 2. The figure shows the mean flow field with 
streamlines and axial velocity color contours on the 
top and an instantaneous view of the circumferential 
vorticity on the bottom for configurations with different 
plume conditions (top vs. center) and wall 
temperatures (center vs. bottom). It is visible that for a 
low velocity air plume the turbulent shear layer 
originating from the end of the main body impacts the 
end of the nozzle fairing, but an increase in plume 
velocity shifts the reattachment location further 
downstream onto the plume. This is attributed to a 
plume suction effect and increases the interaction 
between the plume and the external flow. Furthermore, 
a similar shift in reattachment location is observed if 
the wall temperature is increased. This is associated 
with the reduction in density  and hence momentum  
due to the heating of the flow. Additionally, it is found 
that the increased wall temperatures significantly 
reduce the mechanical loads experienced by the 
nozzle.

However, it is also found that the fundamental 
unsteady flow features observed for configurations 
with an air plume are also present in those with 
realistic plume conditions and higher wall 
temperatures. This indicates that the underlying flow 
phenomena dominating the flow field remain 
unaffected by these parameters. In combination, this 
shows that for a general understanding of the flow 
field an exact replication of the full scale conditions is 
not necessarily required, but for the quantitative 
analysis of the mechanical loads accurate plume 
conditions and wall temperature descriptions are 
necessary since the detailed quantitative impact these 
phenomena have on the mechanical loads differs.

Ongoing Research / Outlook

Currently, the final evaluation and analysis of the 
results is still in progress. Additionally, remaining 
simulations are being conducted that tackle open 

questions that were raised in the process of the 
investigation. While the simulations could likely have 
been conducted on SuperMUC Phase 2 as well, the 
size of SuperMUCNG helps to significantly speed up 
the computations by reducing queuing time. 
Additionally, the required number of jobs per case is 
reduced significantly by the improved parallel 
performance among other factors due to the larger 
number of cores per node and hence reduced cross
nodecommunication. 
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Figure 2: Comparison of the flow field with an air plume (top), a hot plume with cold 
walls (center) and a hot plume with hot walls (bottom). Mean axial velocity (in m/s, top) 
and instantaneous circumferential vorticity (in 1/s, bottom) are displayed.



Introduction

Turbulent convection is one essential process to 
transport heat across a fluid layer or closed domain. In 
many of the astrophysical or technological applications 
of convection the working fluid is characterized by a 
very low dimensionless Prandtl number Pr =  ν/κ 
which relates the kinematic viscosity to temperature 
diffusivity. Two important cases are (i) turbulent 
convection in the outer shell of the Sun at Pr ~ 106 in 
the presence of rotation, radiation, magnetic fields, 
and even changes of the chemical composition close 
to the surface [1,2] and (ii) turbulent heat transfer 
processes in the cooling blankets of nuclear fusion 
reactors at Pr ~ 102 [3]. These are rectangular ducts 
which are exposed to very strong magnetic fields that 
keep the 100 million Kelvin hot plasma confined. Our 
understanding of the complex interaction of turbulence 
with the other physical processes in these two 
examples is still incomplete. Highresolution direct 
numerical simulations of the equations of turbulent 
fluid motion in the simplest setting of a turbulent 
convection flow, RayleighBénard convection in a layer 
or a straight duct that is uniformly heated from below 
and cooled from above, help to reveal some of these 
aspects at a reduced physical complexity and to 

discuss the basic heat transfer mechanisms that have 
many of these applications in common. Such studies 
have to rely on massively parallel supercomputers.

Results and Methods

We solve the threedimensional Boussinesq equations 
of thermal convection. They couple the turbulent 
velocity and temperature fields. The external magnetic 
field in the nuclear fusion application (ii) is typically 
very strong such that we can apply the quasistatic 
limit of magnetohydrodynamics [3]. The vigor of 
convective turbulence is quantified by a further 
dimensionless parameter, the Rayleigh number Ra, 
and the strength of the applied external magnetic field 
by the Hartmann number Ha. Turbulent flows at very 
low Prandtl numbers are known to cause highly inertial 
fluid turbulence which makes our numerical simula
tions very challenging since all turbulent vortices down 
to the smallest ones have to be resolved. We apply a 
secondorder finite difference method [3]. The simula
tion domains are cuboid cells or ducts with noslip 
boundary conditions at all walls. The sidewalls are 
thermally insulated. The numerical simulations at 
Pr = 103 in domains of aspect ratio 25:25:1 require 
38,400 SuperMUCNG cores for a grid with 
12,800x12,800x800 points in the nonmagnetic case 
(i). The simulations at a Hartmann number Ha = 103 
require up to 7,680 cores for a long duct with 
15,360x1,280x384 grid points. All simulations are long
term runs that involved sequences of several 48hour 
runs in a row. In the course of two project years, this 
sums up to 80 million core hours which will eventually 
be consumed for the Large Scale Projects pr62se and 
pn68ni.

Figure 1 illustrates the impact of a strong magnetic 
field on the turbulent mixing and thus the heat transfer 
properties in a rectangular duct flow (case ii). The flow 
enters the duct as a planar jet which is immediately 
rotated into the direction of the external magnetic field 
(along blue axis) and develops quasi2d vortical 
structures downstream (along the red axis) that can 
mix the liquid metal coolant effectively. Also visible are 
socalled Shercliff layers at the front and back face 
that become unstable and contribute additionally to 
the turbulent transport. 
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Figure 1: Planar liquid metal jet flow inside the blanket duct in presence of 
homogeneous magnetic field along blue axis at Ha=1,000. Isosurfaces of 
the streamwise velocity are shown.
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Figure 2 (left) is a view from the top onto the 
streamlines in the whole turbulent RayleighBénard 
convection layer for Ra = 106 and Pr = 103, one of our 
biggest simulation runs so far. Clearly, these 
parameters are by many orders of magnitude away 
from any realistic dynamics of solar convection. 
Nevertheless, they provide us already new and 
interesting insights into the lowPrandtlnumber 
turbulence. We observe how the convection is 
organized in large patterns of circulation rolls that fill 
the whole layer and extend from the top to the bottom. 
Further turbulence fields are replotted in the right 
column of this figure. Characteristic for lowPrandtl
number convection is a very coarsegrained tempera
ture field which is obvious from the blurred contours 
that are visible. Gradients of temperature will be 
washed out quickly due to the large diffusivity which 
implies that heat transport is very inefficient and close 
to the diffusive lower bound. In contrast, we observe 
many fine filaments for quantities that probe the small
scale structure of the corresponding fluid turbulence, 
such as the kinetic energy dissipation rate field or the 
turbulent kinetic energy. Both fields suggest a large 
Reynolds number flow and thus a strong momentum 
transfer. As the finescale features of the convective 
turbulence cannot be resolved in more complex 
numerical simulations of bigger domains, our present 
data records provide an ideal testing bed to calculate 
turbulent eddy viscosities and diffusivities which can 

be used to close the underlying equations of motion in 
reduced models that describe the largescale features 
of turbulent convection only. These investigations are 
currently underway.    

Ongoing Research / Outlook

As demonstrated, our numerical investigations require 
access to the most powerful supercomputers. In both 
discussed examples, we were thus able to study 
turbulent convection in parameter ranges that are not 
accessible in laboratory experiments. For example, the 
smallest possible Prandtl number in a laboratory 
experiment is Pr ≈ 0.005 for liquid sodium. The 
SuperMUCNG computer made furthermore longterm 
simulations possible that resolved the evolution of the 
largescale patterns. An important point of the future 
work will be to extend the complexity of the studies in 
both cases to more realistic temperaturedependent 
material parameters ν(T) and κ(T) a step which has 
been started within the present Gauss Large Scale 
Project pn68ni [4]. 
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Figure 2: Turbulent RayleighBénard convection at very low Prandtl number. The aspect ratio of the layer is 25H:25H:H with H being the height of the layer. Left: 
Top view on the instantaneous velocity streamlines. Right: Zooms of the corresponding temperature (top), kinetic energy dissipation rate (middle) and turbulent 
kinetic energy (bottom), all close to the top surface. Their size is 2H:2H:H taken at the black box in the center of the left panel.



Introduction

A large amount of the energy needed to push fluids 
through pipes worldwide is dissipated by viscous 
turbulence in the vicinity of solid walls. Therefore the 
study of wallbounded turbulent flows is not only of 
theoretical interest but also of practical importance for 
many engineering applications. In wallbounded 
turbulence the energy of the turbulent fluctuations is 
distributed among different scales. The largest 
energetic scales are denoted as superstructures or 
verylargescale motions (VLSMs). In our project we 
carry out direct numerical simulations (DNSs) of 
turbulent pipe flow aiming at the understanding of the 
energy exchange between VLSMs and the smallscale 
coherent structures [1]. While the nearwall smallscale 
structures scale in viscous units, the outer flow VLSMs 
scale in bulk units. Hence the range of scales 
increases as the Reynolds number of the flow 
increases. In order to study the interaction between 
these structures, we carried out DNSs of friction 
Reynolds numbers up to ReΤ=2,880, where ReΤ=uΤR/ν 
is based on the friction velocity, the pipe radius and 
the kinematic viscosity. Besides a large Reynolds 
number, required for large scale separation, a 
sufficiently long computational domain is needed for 
VLSMs to settle. In a preliminary study the required 
computational domain length was estimated to L=42R 
[2].

Results and Methods

Our numerical method consists of a fourthorder finite 
volume DNS code, which is parallelised by means of 
the message passing interface (MPI). The number of 
required cores ranges from 64 for the smallest case 
(ReΤ = 180) up to 2,048 for the largest case 
(ReΤ = 2,880). The heart of our Fortran90 simulation 
code is the Poisson solver, which solves a three
dimensional elliptic equation. Taking advantage of the 
homogeneity of the problem in two directions, Fast 
Fourier Transforms are performed in axial (z) and 
azimuthal (φ) direction, before NzNφ onedimensional 
problems are solved by a fast direct tridiagonal matrix 
solver. Besides flow statistics, which are accumulated 

onthefly, a number of instantaneous flow field 
realisations is written out by the code in the netCDF 
format. With the problem sizes consisting of up to 32.5 
billion finitevolume cells, the flow field snapshots 
consume most of the project memory of 40TB. Overall, 
our computations required 10 million core hours. From 
the five different Reynolds number simulations 
contributing to our analysis the two with the largest 
computational requirements were carried out on 
SuperMUC. An overview of these simulations is given 
in Table 1.

Resulting instantaneous streamwise velocity 
fluctuations for ReΤ=1,500 are depicted as iso
volumes in Fig. 1.  As their smallscale counterparts, 
the VLSMs visible in the instantaneous picture occur 
alternately as high and lowspeed streaky structures. 
In azimuthal direction three low and highspeed 
structures are clearly visible. The average extension of 
VLSMs can be extracted from velocity correlations, as 
shown in Fig. 2. With a threshold of 0.1, the average 
streamwise length of VLSMs is measured as 
approximately 7R. In addition, the velocity correlation 
shows an inclination towards the wall, a feature that is 
characteristic for both smallscale motions and 
VLSMs. We reported on the scaling and convergence 
of highorder statistical moments and contributions 
from VLSMs on these moments [2]. Particularly very 
large local wallnormal velocity fluctuations in the 
vicinity of the wall—so called velocity spikes—are 
modulated by outer flow VLSMs, which reflects in the 
wallnormal velocity flatness. Regarding the origin of 
the kinetic energy of VLSMs, we analysed the 
turbulent kinetic energy transport equation of the low
pass filtered velocity field, the latter basically 
consisting of VLSMs. By comparing our results with 
what is known from the smallscale nearwall cycle, we 
found that VLSMs are fed with energy by the mean 
velocity field via a turbulent production mechanism 
similar to their smallscale counterparts [4]. Regarding 
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Table 1: Simulation cases on SuperMUC.



the transfer of energy between different scales, 
however, VLSMs behave strictly opposite to the small
scale motions. While for the last mentioned, the 
forward energy cascade—energy transfer from larger 
to smaller scales—correlates with lowspeed 
structures and the backward transfer correlates with 
highspeed structures, for VLSMs the opposite is the 
case.

Ongoing Research / Outlook

Answering the question why the interscale energy 
transfer towards and away from VLSMs is so strikingly 
different from the energy transfer related to smallscale 
motions requires further investigations of  turbulent 
pipe flow. Moreover, most of our analyses regarding 
the interactions between outer flow VLSMs and near
wall smallscale motions involved turbulent pipe flow 
DNSs at ReΤ=1,500. In terms of reallife applications 
this Reynolds number is still low and VLSMs are 
known to become more dominant with increasing 
Reynolds numbers. Consequently we already started 

simulations at ReΤ=2,880 during the current project. 
Statistics obtained from these simulations are, 
however, not fully converged. Therefore, we plan to 
continue these simulations in a followup project. 
Moreover, simulations at even higher Reynolds 
numbers are highly desirable to obtain better 
comparability with reallife engineering applications. 
SuperMUC provides both the computational power 
and the memory required to carry out such largescale 
DNSs of turbulent pipe flow.
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Figure 2: Isosurfaces of the twopoint velocity correlation 
of the streamwise velocity component Rzz. Red(blue) iso
surfaces exhibit values of +()0.1. ReΤ=1,500.

Figure 1: Verylargescale motions in turbulent pipe flow at friction Reynolds 
number of ReΤ = 1,500, visible in the shape of isovolumes of the streamwise 
velocity fluctuation. Lowspeed structures in blue, highspeed structures in red.



Introduction

Injection and mixing processes at elevated pressures 
play a key role in modern rocket combustion 
chambers. Typically, the pressure exceeds the critical 
pressures of fuel and oxidizer. In this highpressure 
environment, molecular interactions significantly affect 
the fluid properties, and hence the combustion 
process. Consequently, the widelyapplied ideal gas 
assumption is not suitable for the description of the 
fluid properties. Therefore, high fidelity equations of 
state have to be applied and common singlephase 
assumptions might not be valid due to the highly 
nonlinear mixing of the real fluids. In recent years, the 
reusability of future liquid propellant rocket engines 
(LREs) has become a major goal. Hereby, the most 
promising propellant combination is methane (CH4) 
and liquid oxygen (LOx). In the context of the 
development process, the prediction of thermal heat 
loads and stresses is of major importance and interest. 
At the Institute for Thermodynamics at the 
Bundeswehr University Munich, the combustion 
process in LREs is investigated by means of Large
Eddy Simulations (LESs) within the research 
framework of the SFB TRR 40 [1].

For the conduction of the LESs a pressurebased 
version of the C++ toolbox OpenFOAM [2] is used with 
inhouse modifications concerning the thermo
dynamics  and combustion modeling. Realgas effects 
are taken into account by applying a framework based 

on the cubic equations of state. For investigating 
multicomponent phase separation processes, a Gibbs 
energy minimization method together with a suitable 
flashing approach is employed. To model the high
pressure combustion process, different approaches 
are available, ranging from detailed and expensive 
ones like Eulerian stochastic fields (ESF) to cheaper 
and more common approaches like the flamelet 
method. The latter has been recently extended for the 
nonadiabatic combustion case, which enables the 
efficient and thorough investigation of wall heat losses 
in LREs.

Results

SinglePhase Instability in NonPremixed Flames
To study the possibility of phase separation processes 
under initially supercritical conditions, a highpressure 
LOx/CH4 combustion case was used. The 
instantaneous flow field and the comparison of the 
mean OH* radiation with experimental data are shown 
in Fig. 1. The blue isosurface in Fig. 1 (left) indicates 
the region of singlephase instability in the proximity of 
the cryogenic oxygen core. The phase separation 
process is triggered by the presence of water and the 
moderate temperatures in this region of the flame. The 
comparison of the average OH*radiation in Fig. 1 
(right) shows very good agreement with the 
experimental data in terms of the axial and radial 
extent. For more details see [3].
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Figure 1: LargeEddy Simulation results of the highpressure LOx/CH4 combustion test case. Left: Instantaneous temperature (bottom) and density (back) fields. 
The isosurface shows the region of singlephase instability. Right: Comparison of the average OH* radiation with available exerpimental data.
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Heat Losses in SingleElement Combustor
In the singleelement case, we focused on the 
influence of the nearwall treatment. Three different 
approaches were applied, namely a wallresolved 
(WR) and a wallmodeled (WM) LES and a hybrid 
RANSLES model called IDDES. As a first impression, 
the flow field at six different axial positions is shown in 
Fig. 2. The quadratic chamber cross section clearly 
influences the axial development of the flame.

Figure 3 shows the heat flux in comparison to the 
experimental data taken from the literature. Overall, a 
good agreement between the experiment and the 
simulations is found. Especially the two wallmodeled 
approaches, WMLES and IDDES, do a decent job. 
The WRLES slightly underpredicts the wall heat flux. 
For more details see [4].

Heat Losses in MultiElement Combustor
The 7element test case was used to compare three 
different combustion models namely two presumed 
PDF approaches and one transported PDF approach. 
In Fig. 4, the flow field in the front part of the 
combustor is shown, indicating the gradual flame
flame interaction with increasing axial direction, and 
the highly 3D character of the flow field. Figure 5 
shows the comparison of the predicted wall heat flux 
and the reference data from the experiment. The ESF 
method gives the best results, followed by the 

nonadiabatic and the frozen flamelet model which 
indicates the necessity of high fidelity combustion 
modeling for the reliable prediction of heat losses in 
highpressure combustion. For more details see [5].

Ongoing Research / Outlook

Based on the successful investigation and validation 
of these three combustion cases, the following work 
packages are planned in the future: (1) Introduction of 
realgas effects into the tabulated combustion models. 
(2) Effect of the injector geometry, e.g., recess and 
tapering. (3) Study of flameflame interaction in full
scale applications. (4) Study of flamewall interaction 
in fullscale applications.
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Figure 4: LargeEddy Simulation results of the 7 element combustion test case. Figure 5: Wall heat flux for the 7element case.

Figure 2: LargeEddy Simulation results of the singleelement combustion test case. Figure 3: Wall heat flux for the singleelement case.



Introduction

RayleighBénard convection [2], i.e. the flow in a box 
heated from below and cooled from above, is one of 
the paradigmatic systems in fluid dynamics. The 
system is used to test new concepts in the field, such 
as instabilities, nonlinear dynamics, and chaos, 
pattern formation, or turbulence. RayleighBénard con
vection is a relevant model for countless phenomena 
ranging from thermal convection in the atmosphere, 
oceans, and the outer layer of the Sun, to heating and 
ventilation of buildings, and convection in various in
dustrial applications. Thus the problem is of interest in 
a wide range of sciences, including geology, oceanog
raphy, climatology, and astrophysics. The Rayleigh
Bénard system is ideal for studying the interaction 
between the boundary layer and bulk dynamics, which 
will also shed more light on general wallbounded 
turbulent flows. Meanwhile, for `not too strong' driving, 
there is a reasonable understanding of turbulent RB 
convection. Here, 'not too strong' means that the 
boundary layers still have laminartype characteristics 

and scalings. In this regime, the unifying theory 
describes the global transfer properties of the flow, i.e. 
how the Nusselt Nu number (dimensionless heat 
transport) and the Reynolds Re number (dimension
less flow strength) depend on the control parameters 
Rayleigh Ra (dimensionless temperature difference 
between the plates) and Prandtl Pr number (the ratio 
of momentum diffusivity to thermal diffusivity). 
However, the situation is less clear for higher Ra. For 
sufficiently high Ra, Kraichnan predicted in 1962 the 
existence of an `ultimate' regime, where not only the 
bulk but also the boundary layers become turbulent. 
This happens when the shear Re number becomes 
around a few hundred and results in a strongly 
enhanced heat transfer.

Results and Methods

Both in experiments and simulations of Rayleigh
Bénard convection, it is an enormous challenge to 
reach the ultimate regime in which the boundary layers 
transition from laminar to turbulent. In the ultimate 

regime, the scaling exponent γ in the 
relation Nu ~ Raγ, increases. The criti
cal Rayleigh number (Ra*) for the 
transition to the ultimate regime has 
been observed around Ra*≈2x1013 in 
the Göttingen experiments led by Prof. 
Bodenschatz and Prof. Ahlers. The 
highest Ra number obtained in direct 
numerical simulations (DNS) for 
aspect ratio Γ = 0.5 is Ra = 2x1012 [3]. 
Here we refer the reader to the invited 
general audience article by Detlef 
Lohse on “Turbulenz im ultimativen 
Regime” [2] on receiving the Max 
Planck Medal. In that article, some 
preliminary results of this project are 
also discussed. In this project, we 
perform novel direct numerical simula
tions in an attempt to reproduce the 
ultimate regime in computer simula
tions for the first time. We have now 
achieved to perform simulations up to 
Ra = 1013, matching the experimental 
geometry of the Göttingen experi
ments. Figures 1 and 2 show snap
shots of the temperature field from 
these simulations. To ensure that all 
turbulent length and time scales are 
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Figure 1: Visualization of RayleighBénard convection in a Γ=1/2 convection cell at Ra=1013 for Pr=0.7, 
which is close to the onset of the ultimate regime in the corresponding Göttingen measurements. 
Figure 2 shows a corresponding snapshot at the boundary layer height, which is at about 0.02% of the 
cylinder's domain height.
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properly resolved, a grid with almost 100x109 grid 
points is employed. The simulations require up to 
37,000 cores on SuperMUCNG and tens of millions of 
Coreh. A snapshot of the entire flow field requires up 
to about 5TB, while the entire database we generated 
is over one petabyte. The database allows us to 
perform advanced flow field analysis unlocking de
tailed flow characteristics. We find perfect agreement 
between the Göttingen experiments and simulations, 
both for the heat transfer and the mean and tempera
ture variance profiles close to the sidewall. A compari
son of the heat transfer obtained from various experi
ments and the simulations is shown in Figure 3. The 
challenge of these simulations is that they have to be 
performed in a fully closed domain, making the com
putations more time consuming and more challenging 
than simulations performed in periodic domains. In 
particular, codes that solve the flow dynamics in 
periodic domains rely on optimized libraries. However, 
unfortunately, such methods are not directly available 
for this problem. Therefore, to perform the largescale 
simulations, we developed an inhouse secondorder 
finitedifference flow solver that is specially developed 
for cylindrical geometries for the simulations in this 
project. To perform these landmark simulations, we 
have completely rewritten our code to optimize its 
performance on largescale computing platforms like 
SuperMUCNG. Our code is written in Fortran90. 
Largescale parallelization is obtained using MPI to 
divide the computational domain over the outer com
putational loops, while OpenMP is used to obtain two

dimensional parallelization throughout. This approach 
is favored since it limits network communication be
tween computational nodes by performing computa
tions within a node in a shared memory environment. 
This approach is favored since it limits network 
communication between computational nodes by per
forming computations within a node in a shared mem
ory environment. To ensure computational efficiency, 
great care has been taken to vectorize computational
ly intensive parts of the code, limit memory movement 
by handwriting and inlining computational operations 
and data movements, efficient use of different cache 
levels, and replace library calls by handwritten routines 
to perform casespecific optimizations.

Ongoing Research / Outlook

SuperMUC and SuperMUCNG allowed us to perform 
unprecedented simulations, i.e. to the best of our 
knowledge, the largest turbulence simulations in a fully 
close domain. Computer simulations of such turbulent 
flows are notoriously computationally demanding due 
to the extensive range of length and time scales that 
needs to be resolved. Therefore, such groundbreaking 
simulations can only be performed on the largest 
supercomputers in the world, such as SuperMUCNG. 
Our simulations were only made possible due to 
algorithmic developments that limited the communica
tion between different computational tasks. This im
proved our code's computational efficiency parallel 
efficiency on and parallel efficiency on a vast number 
of processors. Long term storage and data accessi
bility are assured by using the opensource HDF5 data 
format. However, even with the massive computational 
and storage facilities offered by SuperMUCNG, it is 
still a massive challenge to simulate the ultimate ther
mal convection regime observed in the Göttingen ex
periments. Simulating ultimate thermal convection will 
require immense computational resources and a new 
generation of supercomputers.

References and Links

[1] https://stevensrjam.github.io/Website/
[2] D. Lohse, Physik Journal 18, Nr 8/9, 3945.
[3] X. He et al., PRL 108, 024502 (2012).
[4] R.J.A.M. Stevens et al., J. Fluid Mech. 688, 3143 (2011).
[5] R.J.A.M. Stevens et al., 12, ERCOFTAC Series 2019, volume 27, 

215224 (2020).

153

Simulations at very high Rayleigh number

Figure 2: Snapshots of 
the temperature field at 

the boundary layer height 
just above the hot bottom 

plate for the case shown in 
Figure 1. One can see tiny plume 

structures, which require massive 
computational grids.

Figure 3: Compilation of experimental and numerical data for the compensat
ed Nusselt versus Rayleigh numbers: the solid black line is the unifying theory 
by Grossmann and Lohse. The different color symbols indicate experimental 
results. The yellow down triangles are the results from the Gottingen experi
ments showing the transitions to the ultimate regime. Black bullets previous 
numerical simulations [3], black squares preliminary simulations performed in 
this project. For further details, see Ref [5].



Introduction

As part of the changing energy landscape, the influ
ence of hydrogen as fuel will further increase. Along 
with that, fuel flexibility of common combustion appli
cations is a crucial issue for their development when 
using e.g. blends of hydrogen and fossil fuels or even 
pure hydrogen due to different combustion character
istics and especially the higher diffusivity of hydrogen. 
Thus, increasing amounts of hydrogen lead to differen
tial diffusion effects, which alter the molecular trans
port mechanisms towards the reaction zone. In practi
cal combustion applications, both molecular and turbu
lent transport processes play a significant role and 
affect the overall flame structure, flame stabilization 
mechanisms and pollutant formation.

Within this project, a DNS study concerning differential 
diffusion effects and mixing characteristics during 
hydrogen combustion, using a canonical jet in cross 
flow (JICF) flame configuration, has been performed. 
The investigations in the hydrogen JICF configurations 
are twofold. First, a detailed analysis of the DNS data 
could yield a fundamental understanding of mixing 
characteristics in the JICF configuration and differen
tial diffusion effects, e.g. their relation to the location of 
the turbulent/nonturbulent interface (T/NT) [1]. Sec
ond, commonly applied tabulated chemistry approach
es and their capability of predicting differential diffusion 
can be validated against the DNS data. The latter, 
which is of highly practical interest for a related project 
dealing with hydrogen combustion in a novel micro 
gas turbine, using a JICF configuration for fuel injec
tion [2], will be the final target of the current project.

Results and Methods

For the JICF simulations, the direct 
numerical simulation code DINO [3] 
was used. DINO is a threedimensional 
lowMach number DNS solver code 
with a 6thorder finitedifference spatial 
discretization for reacting and multi 
phase turbulent flows. The code is 
parallelized in two dimensions using 
the 2DECOMP&FFT library that acts 
on top of standard MPI and FFTW. The 
Poisson equation for pressure is solved 
by means of FFT for both periodic and 
nonperiodic boundary conditions, but 
with dedicated pre and postprocess
ing FFT techniques in the latter case.

Although in any lowMach number 
solver the time step restriction associ
ated with acoustic waves is removed, 
the restriction of time step due to 
chemistry stiffness is still present. For 
that reason, an implicit time integration 
of the stiff chemical source terms has 
been implemented, relying on a semi
implicit RungeKutta 3rdorder. By de
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Figure 1: Rendering of the JICF, using temperature, H2O mass fraction and mixture fraction isosurfaces.



fault, the chemical source terms are computed using 
the opensource Cantera library. The transport proper
ties are computed either with the Cantera library or 
with the EGlib3.4 library. The initial turbulent field is 
generated by inverse Fourier transform of an analyti
cally prescribed energy spectrum (PassotPouquet or 
Von KarmanPao). In DINO, input/output operations 
rely on MPII/O routines provided by the 
2DECOMP&FFT library. These files are used for 
restarting the simulations while DINO uses parallel 
HDF5 saving for actual postprocessing data. The 
code is already under GIT version control, which helps 
all users to quickly and safely carry out changes or 
updates, if needed. As build environment DINO uses 
cmake and it can be compiled with both GNU and Intel 
Fortran compilers.

As a first step of the study, the jet in cross flow results 
were compared against experimental and simulation 
results, published by Sandia National Laboratories [4]. 
The typical jet visualization of the JICF simulation is 
presented by volume rendering of temperature, H2O 
mass fraction and mixture fraction isosurfaces, given 
in Fig. 1. After the validation, the project has been 
divided into two subprojects: (1) studying the mixing 
characteristics and (2) analyzing differential diffusion in 
the JICF configuration. The first one is almost finished 
and the publication is currently under review. In this 
manuscript different zones, highlighted in Fig. 2, are 
investigated in detail. Especially local mixing effects 
are assessed by spatial and temporal statistics at the 
corresponding locations.

During the project, typical minimum number of cores 
was 512, which was used for test jobs. The maximum 
number of cores, used during the strong scaling tests, 
was 65,536 cores. Two typical common numbers of 
cores which were often used for production cases are 
2,048 and 4,096. The required resources of the project 
are summarized in Tab. 1.

Ongoing Research / Outlook

Even though the end of the project is almost reached, 
several methods are still under development. The 
most important modification is implementing a novel 
2ndorder immersed boundary algorithm based on a 
ghostcell levelset method. In this method, a local 
directional extrapolation scheme is employed, leading 
to an accurate representation of the boundaries on the 
DNS grid. This will help to implement the inflow condi
tion in more accurate way, instead of using mathemat
ical functions to implement the velocity and species 
profiles at the jet inlet. A first application, tested on 
SuperMUC, was the transient processes controlling 
ignition by a hot jet issued from a prechamber as it 
can be observed from Fig. 3.

All these simulations required huge computing re
sources, and this is where SuperMUC plays the most 
important role. The computational power of SuperMUC 
allowed to perform such simulations in relatively short 
time.
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Figure 3: 3D isosurface plot of the CH4 mass fraction (YCH4 = 0.03) at t = 0.3 ms.

Table 1: Summary of required resources.

Figure 2: Location of the analysis points. Each figure shows the isosurface 
of the Qcriterion applied to instantaneous flow field at t = 2τ from different 
orientation; the value of Qcriterion, Q = 2 × 108s1, is selected so that the iso
surface is neither too dense nor too sparse.



Introduction

The physical process of a laminar boundary layer 
becoming turbulent is called “laminarturbulent 
transition”. Since the flow physics and in particular the 
skin friction responsible for the drag is significantly 
influenced by the state of the flow, that is laminar or 
turbulent, transition plays an important role in external 
aerodynamics. For example, for rotorcraft compu
tations it was shown that the skin friction was 
significantly overpredicted (depending on the 
geometry and the flow state) applying a fully turbulent 
simulation compared to a simulation that considered 
laminarturbulent transition [1]. An overestimation of 
skin friction leads to an overestimation of power 
demand which needs to be avoided. However, on 
complex industrially relevant configurations, like a 
helicopter rotor, incorporating transition prediction 
capabilities into the simulation is not straightforward. 
Stateoftheart streamlinebased methods require a 
great implementation effort, massive user input and a 
detailed expert knowledge. Additionally, computing 
helicopter rotors is inherently computationally 
expensive, requiring unsteady computations on a fine 
grid (Fig. 1), with a long computation time to establish 

the flow. The addition of boundary layer transition to 
the computation requires even finer timesteps and 
additional effort to compute the transition position. 
While streamlinebased methods are relatively 
effective, they are not easily parallelizable to a large 
number of cores. Therefore, in the last decade 
transition transport models have been developed that 
aim at simplifying the incorporation and parallelization 
of the laminarturbulent transition significantly. These 
models are only based on information available at 
each grid point, using transport type partial differential 
equations. 

Results and Methods

In this project extensive investigations of different 
approaches to transition modelling on rotors were 
undertaken, including comparison to experimental 
data and results of other European CFD codes, see 
[2]. One finding was that for flows at Reynolds 
numbers below 500,000 the transition transport 
models predict unphysically large areas of laminar flow 
compared to the experimental data, see Fig. 2. To 
solve this problem a new boundarylayer transition 
model was developed by Ströer et al. [3,4] to improve 
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Figure 1: Rotor grid 
for DLRTAU, from [2].



the transition prediction for a wide range of parameters 
crucial to external aerodynamics. The new model was 
already validated for fixedwing applications [3,4], and 
can be used for both, compressible and incompres
sible flows. A drawback of the model proposed in Refs. 
[3,4] is the lack of Galilean invariance (GI). For 
problems where the velocities can be transformed 
relative to an adjacent wall, the lack of Galilean
invariance can be mitigated. However, for complex test 
cases (like helicopter computations) the formulation of 
a model should be as universal as possible. Therefore, 
a new model is under development that is Galilean 
invariant [5]. The final transition modeling framework 
[3,4,5] includes a four, a three and a one equation 
model. The objective is to provide a flexible framework 
that can be used to meet rapidly changing industrial 
requirements.The new models were implemented into 
the DLR TAU code. TAU is the compressible finite
volume NavierStokes solver of the German 
Aerospace Center (DLR) used for all computations 
mentioned. The new model works on either structured 
or unstructured grids. The simulations performed are 
RANS computations using an eddyviscosity type 
turbulence model for the turbulent flow region. Fig. 3 
shows results for the RTG helicopter rotor. The 2D 
airfoil was extracted at a constant radial position 
following Weiss et al. [6]. The Figure shows the 
transition onset position for different collective pitching 
angles. The agreement of the proposed model with the 
experimental data is significantly improved compared 
to the results of the basic transition transport model  

(γReθ model). Fig. 4 shows results for the full 3D rotor 
obtained by the new GI model. The transition positions 
as well as the surface pressure are well matched over 
the range of surface positions for which experimental 
data are available. The new transition model 
framework utilizes the standard MPI code 
parallelization of TAU, and the needs very limited 
expert knowledge and user interaction. The parallel 
speedup known from other test cases is preserved.

Ongoing Research / Outlook

The results obtained by the new model show 
promising improvements compared to stateoftheart 
models (cf. Ströer et al. [3,4]). The development of this 
new model is promising, and it will now be applied to 
currently flying helicopters to prove its industrial 
relevance. The resources provided by the LRZ on 
SuperMUCNG were invaluable in supporting this 
development. 
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Figure 3: Results for a 2D airfoil extracted from the RTG helicopter rotor at a 
constant radial position, from [3].

Figure 2: Transition position on the chord over the rotor radius for a 
transition transport model showing that only unphysically large turbulence 
levels approach the measured transition position, from [2].

Figure 4: Transition position over the 
rotor for the new GI transition transport 
model showing good agreement with 
experimental data, from [5]. 



Introduction

The aim of our project is to accurately predict the fluid 
flow at moderate and high Reynolds numbers in order 
to enhance the understanding of engineering process
es or biomedical settings. In order to achieve this goal, 
our solvers represent most or even all the relevant 
physics in the flow and follow them over long time 
intervals by direct numerical simulation (DNS) or large 
eddy simulation (LES). While providing highfidelity re
sults, the numerical solution with this approach comes 
along with an extremely high demand on resolution 
and, thus,  computations at the supercomputer scale. 
The institute for computational mechanics [1] address
es these challenges by a unique combination of so
phisticated numerical schemes, highly tuned software 
implementations, and supercomputing power. The in
terdisciplinarity of our approach is reflected in a multi
physics multipurpose code ExaDG, a solver with 
modules for incompressible flow, compressible flow, 
transport of scalar fields, and fluidstructure interac
tion.

Results and Methods

The code ExaDG is implemented in the C++ 
programming language and parallelized with MPI and 
shared memory approaches. The solver has been 
developed with funding from the German Exascale 
effort SPPEXA [2] and other sources, relying heavily 
on the deal.II finite element library. The spatial 

variables are discretized with highorder discontinuous 
and continuous Galerkin schemes. The computational 
domain is decomposed into elements, with polynomial 
solutions on each element. This renders the method 
both flexible for representing complicated computa
tional domains and accurate with very low dispersion 
errors and artificial dissipation for tracking both large 
and small turbulent eddies. Time integration is primar
ily based on splitting methods, which subdivide a time 
step into relatively simple updates for the velocity field 
combined with a Poisson equation for the pressure, 
which is solved with multigrid methods [3]. All steps in 
the solver ExaDG are designed to use modern com
puter hardware in an optimal way [2,3]. Traditional 
PDE simulators relying on sparse linear algebra are a 
bad match for the hardware of SuperMUCNG. This is 
because those algorithms are heavy on memory trans
fer, whereas SuperMUCNG can perform many more 
arithmetic operations on cached data. The ExaDG 
solver resolves this conflict by matrixfree operator 
evaluation in iterative solvers, which only implements 
the action of the operator on vectors by the underlying 
integrals of the highorder discontinuous Galerkin 
scheme. This approach trades memory transfer for ad
ditional local computations [3,4], and becomes particu
larly efficient with AVX512 vectorization. Furthermore, 
the solver contains mixed precision ingredients to 
leverage the higher performance of single precision, 
yet maintaining the required computational accuracy of 
double precision.

A large number of short 
computations of various 
sizes of our project has 
been devoted to develop 
algorithms that scale well to 
the full size of SuperMUC
NG, increasing both the 
nodelevel performance and 
avoiding scalability bottle
necks throughout the solu
tion chain. Figure 1 reports 
the strong scaling of the 
incompressible flow solver 
of ExaDG for 3D turbulent 
flow in a box with an effec
tive resolution of up to 
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Figure 1: Strong scaling behavior of the incompressible flow solver of the ExaDG project [2] on 3D turbulence.



2,0483 points in each solution variable. Excellent 
scaling down to a saturation point of around 0.03 
seconds per time step has been achieved. The 
arithmetic performance of the geometric multigrid 
solver has reached almost 7 Pflop/s on the full 
machine [2]. While less than the LINPACK score of 
19 Pflop/s, the value is very high for a PDE solver. 
Note the we maximize for application throughput [4] 
and the code is indeed limited by memory bandwidth 
after all optimizations. The solver has been applied to 
a variety of largescale turbulence simulations, 
consuming almost 30 million core hours during the last 
two years. It has generated new insight in theoretical 
fluid dynamics and method development, see also the 
references in [2]. The most challenging simulation has 
been the simulation of the inviscid 3D TaylorGreen 
vortex described in [5]. Using the highest resolution 
reported in literature so far with up to 4,0963 points or 
2.4 x 1011 billion spatial unknowns and 2.3 x 105 time 
steps run on 2,048 nodes of SuperMUCNG, a de
tailed view into the development of discontinuities in 
the incompressible Euler model has been gained. Our 
results add numerical evidence for important hypothe
ses in fluid dynamics. The analysis of the simulation 
outcome has been built into the solver, rather than 
explicitly visualizing data, due to the sheer size of the 
problem with a single checkpoint snapshot of two solu
tion vectors already generating 4 TB of data.   Figure 2 
shows three snapshots of the postprocessing of the 
numerical solution with a smaller resolution of 1,0243, 
created on several dozen fatmemory nodes of 
SuperMUCNG in collaboration with the CFDlab team 
at LRZ. The figure shows the turbulent eddies visual
ized by the Qcriterion, a common metric in the field. 
While the initial structures (top left) are of largescale 
and smooth, the flow eventually collapses into small 
eddies proportional to the numerical resolution and a 
very rich structure.

Ongoing Research / Outlook

In ongoing research, our group is preparing for 
additional largescale simulations of turbulent flows, 
such as the flow over periodic hills at Reynolds num
bers between 19,000 and 100,000 as well as the flow 

in a diffuser. These computations are of high interest 
to the community because they involve separation and 
other effects that are not yet fully understood. Further
more, detailed computations can also provide training 
data for reduced models with machine learning con
cepts, helping to build the next generation of industry 
tools that complement highly resolved computations.

In addition, the institute for computational mechanics 
is currently working on embedding the cuttingedge 
CFD solver into an application in biomechancs. It is 
planned to constitute the main ingredient for a compre
hensive computational model of the human lung. The 
main objective is to track the fluid flow all the way from 
the trachea to the smallscale alveolar structures, to 
represent the gas exchange, and to assess the inter
action of the flow with the lung tissue. This research is 
highly relevant for a better understanding of mechan
ical ventilation, like for the treatment of COVID19
related or other acute lung diseases. Figure 3 shows a 
sample mesh of medium scale with 11 generations of 
resolved airways. When approaching 16–20 genera
tions, the large range of geometrical and flow scales 
implies extremely large computations with billions of 
spatial unknowns. The simulations will provide a view 
on currently unexplored effects in the field of medicine, 
which in turn can enhance the quality of treatments.
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Figure 3: Geometric setup for flow in the human lung.Figure 2: Evolution of turbulent eddies in incompressible Euler flow in 3D 
TaylorGreen vortex at times t=3 (upper left), t=7 (lower left), and t=9 (right, 
enlarged) in terms of isocontours of the Qcriterion.



Introduction

The goal of the Wind Energy Institute [1] is to advance 
wind energy science and technology towards a fully 
renewable future energy mix. Modern wind farms 
typically consist of tens or hundreds of wind turbines. 
It’s challenging to understand the aerodynamics of 
each turbine, the interaction between turbines and the 
mutual effects between the wind farm, and the atmos
pheric boundary layer (ABL). Besides the major ten
dency of increasing the number and size of turbines, it 
is paramount to achieve higher efficiency with limited 
resources. Wind farm control is one of the most 
promising approaches to boost wind farm power and 
increase turbine life expectations by reducing fatigue 
loads. A wind farm controller is a supervisory controller 
that monitors the whole wind farm and communicates 
with each wind turbine. Due to the complex essence of 
the physical phenomena and the huge physical scale 
of the problem, wind tunnel testing and numerical sim
ulations are two typical tools fostering the investigation 
of the problem. Scaled wind turbines with rotor diam
eters of about 1 meter have been developed in our 
group. The turbine models have pitch and yaw control 
capabilities, meaning that each turbine blade and the 
rotor can rotate following commands. The turbine 
models were designed by similarity laws and preserve 
as many nondimensional numbers as possible to 
mimic the characteristics of fullscale turbines. High 
fidelity Computational Fluid Dynamic (CFD) simula
tions are employed to reveal the physical phenomena 

inside a wind farm and help improve the wind turbine 
and farm design. Large eddy simulations coupled with 
actuator line methods are used to model either a wind 
turbine or a wind farm. The physical phenomena in a 
wind farm include both largescale and smallscale 
problems characterized by kilometers and millimeters, 
respectively. The numerical solver resolves the large
scale phenomena and models the smallscale ones, 
and finally, it is able to investigate the interactions of 
different scales within a wind farm. A highlight of our 
investigation is the testing of various wind turbine and 
farm control algorithms, including individual pitch con
trol [2], yaw misalignment control [3], and dynamic 
induction control. The benefits and costs of each con
trol method are discussed and compared. During the 
design of control algorithms, the balance between the 
increases of wind farm power and wind turbine fatigue 
loads is always an important tradeoff. Meanwhile, the 
mechanism of each control must be understood prop
erly.

Results and Methods

The software used is completely opensource. The 
fluid solver is foamextend4.0. A wind farm simulator 
named SOWFA is coupled with foamextend4.0. The 
aeroservoelastic code FAST is used to model wind 
turbine blades. We have done customization of the 
codes to better adapt it to our desire. A cluster of three 
scaled wind turbines was operated in the wind tunnel. 
LES simulations of the scenario have been conducted 

and are shown in Fig. 1. This figure was gener
ated by LES simulations. The simulations consist 
of two phases: the precursor simulation that was 
conducted with 1,120 cores for 144 hours, while 
the successor simulation was conducted with 560 
cores for 96 hours. The storage is mainly used for 
the flow data sampled from the precursor simula
tion, which requires about 200GB. Yaw misalign
ment control was employed to deflect the wake of 
upstream turbines away from downstream tu
rbines. The first wind turbine is yawed to be mis
aligned with the inflow direction, which would 
result in a lateral force on the flow. The lateral 
force deflects the turbine wake such that it does 
not fully impinge on the downstream turbine. The 
power on the first turbine is decreased because of 
lower wind speed proportional to the rotor plane. 
However, the downstream wind turbine experi
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Figure 1: Isovorticity surface rendered by streamwise velocity component.
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ences a power boost because of higher inflow wind 
speed. The net effect on the total wind farm power is a 
power increase of about 20%. Fig. 2 shows the wakes 
measured by experiments and simulated by CFD for 
two different control scenarios: the left column corre
sponds to the greedy case in which every wind turbine 
is aligned with the inflow; the right column shows the 
optimal yaw misalignment control. The black lines in 
Fig. 2 indicate the rotor plane, while the color repre
sents the streamwise mean wind speed. The effects of 
wake deflection are pronounced in the figure. The first 
row shows experimental measurements obtained with 
LiDAR, while the second row shows the results com
puted by the numerical solver of Technical University 
of Munich, which is secondorder accurate in space as 
most finite element solvers. The third row reports the 
results computed by the code of Imperial College 
London that is sixthorder accurate in space. Both 
codes are able to match with the experiments well. 
While the aforementioned yaw misalignment control is 
very beneficial for wind farm power, the Individual 
Pitch Control (IPC) is also another promising method 
in terms of turbine load reduction. Wind turbines 
operate in the atmospheric boundary layer, which typi
cally is governed by vertical wind shear, i.e., the wind 
speed increases with altitude. Under such a situation, 
the mean wind speed felt by the upper part of the rotor 
is higher than the lower part. Thus, the wind shear 
results in a tilting moment on the rotor, which is detri
mental for the life expectancy of the turbine. An IPC 
controller commands a higher pitch angle when the 
blade is in the upper part of the rotor plane to de
crease the loading. While the loadreduction charac
teristic of IPC is studied by many researchers, its ef
fects on turbine wake, especially for yawed wind tur
bines, are not sufficiently investigated. Our project ful
fills this gap by using CFD simulation to evaluate the 
effects of IPC on the wake accurately. Fig. 3 shows 
the impact of IPC on turbine wake for three different 
yaw misalignment angles. The red dashed circle in 
Fig. 3 indicate the periphery of the rotor. The velocity 

ΔU is computed as the difference between the mean 
velocity with IPC and the mean velocity without IPC. 
As expected, the value of ΔU is zero in regions far 
away from the rotor, and the impact of IPC on wake is 
clearly shown by the nonzero values. In fact, IPC 
results both in some local acceleration and decelera
tion, and the total effect on rotor effective mean wind 
speed, which is directly related to downstream turbine 
power, depends on the yaw direction of the upstream 
turbine. For a wind farm consisting of two aligned wind 
turbines, Table 1 shows the effects of IPC on power 
and loading. The subscript 1 indicates the upstream 
turbine while 2 indicates the downstream one. When 
the yaw angle of the upstream turbine is positive, IPC 
is beneficial for the power of both turbines, while it is 
just the opposite for a negative yaw angle of the up
stream turbine. This phenomenon can be fully ex
plained by a detailed analysis of the CFD data. With 
this knowledge, a better wind farm control algorithm 
that accounts for the asymmetrical effects of IPC can 
be designed.

Ongoing Research / Outlook

Our group continues the investigation with CFD for the 
following topics: active triggering of wake instability 
and enhancement of wake recovery, noise emission of 
wind turbines, optimal design of wind farm control 
algorithm. One important limitation of our research is 
the scalability of foamextend4.0. The parallel efficien
cy is not yet ideal. However, the simulation framework 
is able to fulfill all current requirements. Currently, our 
institute is involved in two projects named FLAMINGO 
and CompactWind II, where the potential of novel wind 
farm control startegies will be further investigated. 
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Table 1: Effects of IPC on power and loading.Figure 2: Turbine wake measured by experiment and simulated by CFD.

Figure 3: Influence of IPC on turbine wake.



Introduction

Our main work on SuperMUC started at the end of 
2014; at this time, the main topic was the fundamental 
investigation of spray flames in a simple geometry 
using direct numerical simulation (DNS). With the 
growing power of SuperMUC and with the further nu
merical optimization done concerning our code, more 
complex domains could later be handled: in particular, 
the spray flame in a spatially evolving jet has been 
computed. Currently, and with the help of SuperMUC, 
this work is further extended to include additionally 
models to describe nanoparticle synthesis from a 
spray flame in a real burner. This is a very challenging 
task because there are three phases that must be 
taken into account: a continuous gas phase, liquid 
droplets, and solid nanoparticles. Additionally, it is 
necessary to take into account detailed chemistry to 
describe the complexity of the kinetics.  Several 
papers about this topic have been published by our 
group with the help of SuperMUC. Without the granted 
Corehours, such studies would have been quite im

possible. Even if much has been achieved, further 
progress is still needed in order to understand better 
the complex coupling processes between multiphase 
flow and physicochemical processes. 

Algorithms and Numerical Methods

The current project relies on the inhouse DNS code 
DINO. DINO is a thirdgeneration, sevenyearold 
Fortran90 code, which has been developed in our 
group starting from the beginning of 2013 [15]. DINO 
is a threedimensional lowMach number DNS solver 
code with a 6th order finitedifference spatial discretiza
tion for reacting and multiphase turbulent flows. The 
code is parallelized in two dimensions using the 
2DECOMP&FFT library that acts on top of standard 
MPI and FFTW. The Poisson equation for pressure is 
solved by means of FFT for both periodic and non
periodic boundary conditions, but with dedicated pre 
and postprocessing FFT techniques in the latter case. 
The ODEs are integrated using a semiimplicit 3rd 
order RungeKutta relying on LAPACK, BLAS, and 
PyJac (analytical Jacobin matrix solver) libraries. By 
default, the chemical source terms are computed 
using the opensource Cantera2.4.0 library, whereas 
the transport properties are computed either with the 
Cantera library or with the EGlib3.4 library. The 
discontinuous phase in multiphase flow simulations 
(droplets/spray) is tracked by using either a classical 
Lagrangian pointforce approach (for small, nonre
solved droplets) or with the Immersed Boundary 
Method (IBM) technique for fully resolved cases. 
Nanoparticle synthesis leading to the development of 
a third solid phase in the code is simulated using the 
monodisperse model developed by Kruis et al. 1993. 
In this model three additional equations are solved for 
three different parameters: nanoparticle number con
centration, total surface area concentration, and total 
volume concentration. Regarding the wall, a novel 
implementation of IBM, based on directional ghost
cells with a levelset function, has been introduced into 
DINO in order to consider the walls in a computational
ly efficient manner [5]. The initial turbulent flow field is 
generated by inverse Fourier transform of an analyti
cally prescribed energy spectrum (PassotPouquet or 
Von KarmanPao). In DINO, input/output operations 
rely on MPII/O routines provided by the 
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Figure 1: Schematic diagram representing the complete process used in the DNS 
simulation to predict the nanoparticle size distribution [3].
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2DECOMP&FFT library. These files are used for 
restarting the simulations, while DINO uses parallel 
HDF5 saving for actual postprocessing data. The code 
is managed under GIT version control, which helps all 
users to quickly and safely carry out changes or 
updates, if needed. DINO uses CMake as build sys
tem; it can be compiled with both GNU and Intel For
tran compilers. Currently, DINO is used by 6 groups in 
5 countries. The required resources on SuperMUC, 
until now, for this project are summarized in Table 1. 

Scientific Results

Recently direct numerical simulations (DNS) of nano
particle synthesis in spray flame have constituted the 
most ambitious part of the project. This topic itself is a 
part of the DFG Priority Program SPP1980; "Nano
particle Synthesis in Spray Flames, SpraySyn: Mea
surement, Simulation, Processes". This project started 
in July 2017 and it is running for six years. The main 
contribution of our group in this work is to investigate 
the nanoparticle synthesis in the spray flame and give 
more details about the complete process, as it will be 
explained in Subproject A.  In this project, the real 
geometry of the burner and of the spray injector were 
included in the simulation. For this purpose, a novel 
implementation of the immersed boundary method 
(IBM) was developed as a side project as it will be 
explained in Subproject B.

Subproject A The main purpose of this subproject is 
to perform direct numerical simulations (DNS) of a 
burner with conditions similar to that of the SpraySyn 
burner. The SpraySyn burner is designed as part of a 
collaborative DFG project (SPP1980) entitled “Nano
particle Synthesis in Spray Flames SpraySyn: Mea
surement, Simulation, Processes”. This burner is de

signed to generate nanoparticles from spray flames. 
The authors are involved in this collaborative DFG 
project. During the last granting period of SuperMUC, 
several publications have taken place documenting 
the results of this project, in particular [24]. In these 
publications, a relevant part of domain has been simu
lated while taking into account the real geometry. In 
this manner, it was possible to estimate the resulting 
nanoparticle size distribution (PSD) as shown in Fig. 1. 
A short extension has been selected in the crosswise 
direction to keep the 3D effects regarding turbulent 
structures, relevant in particular for spray evaporation, 
while at the same time reducing the necessary compu
tational time. Different parameters have been changed 
and investiaged during this work as follows:
(1) the solvents: ethanol or xylene;
(2) droplets injection speed;
(3) droplet size. 

Subproject B The impact of the wall of the SpraySyn 
burner on the nanoparticle synthesis is a part of the 
investigation in the DFG project. In order to do that, 
our DNS code (DINO) needed several modifications. 
An innovative Immersed boundary method (IBM) de
veloped by our group [5] has been implemented in 
DINO to consider in a suitable manner the wall effect. 
During the development of this novel implementation, 
several cases have been tested and investigated. For 
example, we started with a simple, standard bench
mark: the flow over a sphere. The complete validation 
procedure has been recently published in Ref. [5].

Later on, far more complex cases have been investi
gated as well: (1) transient processes controlling igni
tion by a hot jet issued from a prechamber, (2) Inter
nal combustion engine, (3) Biomedical applications, 
and (4) impact of the wall in the SpraySyn burner [4] 
as it can be seen from Fig. 2.

Ongoing Research / Outlook

Currently, a huge analysis are performed on the run
ning cases. The output and published data of the cur
rent project can ultimately become a reference data
set for many practical and academic works dealing 
with turbulent spray combustion. The complete 3D out
put data generated in the project will thus be gathered 
in a database accessible for other researchers who 
would like to validate their own spray evaporation or 
ignition model by analysis and comparison with DNS 
data.

References and Links

[1] Abdelsamie A., Fru G., Oster T., Dietzsch F., Janiga G., 
Thévenin D., Comput. Fluids, 131: 123141, 2016.

[2] Abdelsamie A. and Thévenin D., Proc. Combust. Inst. 37: 3373
3382, 2019.

[3] Abdelsamie A., Kruis F.E., Wiggers H. and Thévenin D., Flow 
Turbul. Combust, 105: 497516 , 2020.

[4] Abdelsamie A., Chi C., Nanjaiah M., Skenderovic I., Suleimann S. 
and Thévenin D., Flow Turbul. Combust., 106:  453469, 2021.

[5] Chi C., Abdelsamie A. and Thévenin D., J. Comput. Phys. 404, 
109122/120, 2020.

163

Modulation of Turbulent Properties in Spray Flame Burning nHeptane: Direct Numerical Simulation

Figure 2: Instantaneous contour of instantaneous gas vorticity magnitude 
when considering the real injector geometry [4].

Table 1: Summary of required resources (over 6 years).



Introduction

The opensource massively parallel software 
framework WALBERLA [1,2] (widely applicable lattice 
Boltzmann from Erlangen) provides a common basis 
for stencil codes on structured grids with special focus 
on computational fluid dynamics with the lattice 
Boltzmann method (LBM). 

Other codes that build upon the waLBerla core are the 
particle dynamics module MESAPD and the finite 
element framework HYTEG.

Various contributors have used waLBerla to simulate a 
multitude of applications, such as multiphase fluid 
flows, electrokinetic flows, phasefield methods and 
fluidparticle interaction phenomena.

The software design of WALBERLA is specifically aimed 
to exploit massively parallel computing architectures 
with highest efficiency. In order to simulate realworld 
scenarios, WALBERLA relies on using the immense 
compute power available on modern high performance 
computing systems such as LRZ’s SuperMUCNG.

Results and Methods

Phasefield simulations
In the SKAMPY DFG project, we extended WALBERLA 
with phasefield code generation [3]. We developed 
automatic program generation technology to create 
scalable phasefield methods for material science 
applications. To simulate the formation of microstruc
tures in metal alloys, we employ an advanced, 
thermodynamically consistent phasefield method. A 
stateoftheart largescale implementation of this 
model requires extensive, timeconsuming, manual 
code optimization to achieve unprecedented fine mesh 
resolution. Our new approach starts with an abstract 
description based on freeenergy functionals which is 
formally transformed into a continuous PDE and 
discretized automatically to obtain a stencilbased 
timestepping scheme. Subsequently, an automatized 
performance engineering process generates highly 
optimized, performanceportable code for CPUs and 
GPUs. We demonstrate the efficiency for realworld 
simulations on largescale GPUbased (PizDaint) and 
CPUbased (SuperMUCNG) supercomputers (Figure 
1). 

Our technique simplifies program development and 
optimization for a wide class of models. We further 
outperform existing, manually optimized implementa
tions as our code can be generated specifically for 
each phasefield model and hardware configuration.

Simulation study of particulate flows
Using direct numerical simulations to study particulate 
flows has become a promising alternative to laboratory 
experiments. They allow a deeper insight into physical 
properties, can be controlled more easily, and are 
more cost efficient for parametric studies. For that 
reason, we are constantly developing further our fluid
particle coupling module inside the WALBERLA 
framework. As a result, the coupling module has been 
adapted to now also support WALBERLA’s newly 
developed particle simulation module MESAPD which 
now allows for much more flexibility regarding the 
particleinteraction algorithms. We used this gained 
flexibility to further improve the accuracy of the 
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Figure 1: Weak Scaling on SuperMUCNG with 603 blocks per core.
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interaction algorithms. We employ these novel tech
niques to study particulate flow scenarios, like erosion 
processes of riverbeds. 

To obtain statistically converged results, such systems 
often require a large amount of particles and long run 
times for which we employ the SuperMUCNG super
computer.

Another topic of our numerical studies is to track down 
the source that initiates particle erosion.

In collaboration with Bernhard Vowinckel, TU 
Braunschweig, we revisit their recent study on the 
erosion of single particles in turbulent channel flow. As 
shown in Figure 2, a movable layer of spheres is 
placed on top of a fixed layer. An erosion process is 
characterized by a sphere leaving the top layer and 
traveling through the domain. It is supposedly 
triggered by strong fluid vertices hitting the sphere or a 
former collision by an already moving particle.

Besides the long run time and the fine spatial resolu
tion, the required logging of all particle positions and 
velocities at all time steps is a major challenge for 
massively parallel execution. 

This work has been presented at the PARTICLES 
conference 2019 in Barcelona [4].

Ongoing Research / Outlook

We are currently preparing for timedependent runs 
also in the TERRANEO project [5], and are estimating, 
that during the next year, these experiments may 
together with the riverbed experiments, consume the 
majority of the remaining compute time. 

We are grateful that during the friendly user phase, 
especially the phasefield simulations could be 
computed without accounting of coreh on the project. 
Therefore we saved a lot of resources on our account.
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Figure 2: Erosion study of a single movable layer of spheres above a fixed layer inside turbulent flow. The spheres are colored according to their velocity magnitude.



Introduction

Developments in direct Diesel injection systems 
increase rail pressures to more than 2,500 bar. This 
trend aims at enhancing jet breakup and mixing to 
improve combustion and reduce emissions. Higher 
flow acceleration, however, implies thermohydrody
namic effects, such as cavitation, which occur when 
the liquid evaporates locally. The collapse of such 
vapor structures causes strong shock waves. When 
bubbles collapse near a solid wall, high velocity liquid 
jets directed towards material surfaces are created. 
Imposed structure loads can lead to material erosion, 
which may be so strong that the performance 
degrades severely or devices may fail. On the other 
hand, these loads are used to clean nozzle holes and 
throttles from surface deposits, and can promote jet 
breakup. Furthermore, twophase flows can be used 
to maintain choked nozzle conditions and a constant 
mass flow rate. Understanding the flow phenomena 
inside an injection system is necessary to quantify the 
effects of turbulence and cavitation, and their influence 
on jet and spray characteristics. Small dimensions, 
high operating pressures and short timescales make 
the instrumentation of fuel nozzles with experimental 
equipment challenging. Computational Fluid Dynamics 
(CFD) can provide timeresolved information on flow 
structures in arbitrary small geometries. Numerical 
simulations thus have become an important tool in the 
design process of injection systems. 

The present research project focuses on the prediction 
of cavitation erosion in fuel injection systems using a 
CFD approach. This includes wave dynamics, interac
tion between cavitation and turbulence as well as flow 
transients due to moving geometries. We use Large
eddy simulation (LES) to understand the flow 
dynamics. Our simulations have been conducted on 
SuperMUC, SuperMUC Phase 2 and SuperMUCNG 
with the massively parallelized flow solvers INCA and 
CATUM [1]. 

Numerical Method 

With LES, the smallest turbulent flow scales are not 
resolved on the computational grid. The effects of 
these scales thus must be modeled. We employ an 
implicit LES approach based on the Adaptive Local 
Deconvolution (ALDM) method. In CATUM, an efficient 
LES method for compact stencils is implemented [2]. 
To consider twophase effects, we apply the homoge
nousmixture cavitation model. The actual vaporliquid 
interface of cavitation structures is not reconstructed in 
this barotropic model. Surface tension thus is neglect
ed. Recently, we have extended the cavitation model 
by a noncondensable gas component [3]. Additionally, 
we also employ accurate fullthermodynamic tables to 
assess all thermodynamic effects. Complex moving 
bodies are considered by a conservative cutcell 
method. 

Results 

Cavitation dynamics and effect on the jet 
We have studied the cavitation dynamics 
and the effect of cavitation in the nozzle on 
the liquid jet [3,4]. The considered setup 
resembles a generic, scaledup automotive 
fuel injector and consists of a cavitating 
flow in a step nozzle with subsequent injec
tion into air. We investigated several opera
ting conditions that lead to different cavita
tion characteristics. At developing cavita
tion, see Fig. 1 (a, b), vapor structures are 
present near the nozzle inlet and vapor 
clouds are periodically shed. The supercav
itating operating point, see Fig. 1 (c, d), is 
characterized by a vapor sheet spanning 
almost over the entire nozzle length. Here, 
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Figure 1: Cavitation structures (purple), jet surface (grey,) and gas entrainment into the nozzle 
(green) for developing cavitation (a, b) and supercavitation (c, d) [3].
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vapor clouds detach less periodically at the end of the 
sheet and either collapse near the nozzle outlet, 
where they enhance turbulent fluctuations, or are 
convected towards the outlet and lead to gas being 
sucked into the nozzle (gas entrainment). The ampli
fied fluctuations at the outlet and gas entrainment are 
among the main drivers for the stronger jet breakup at 
supercavitation. 

9hole Diesel injector with moving needle 
To study our models in realistic environments, we 
investigate the turbulent multiphase flow inside a 9
hole common rail Diesel injector during a full injection 
cycle of ISO 4113 Diesel fuel at a pressure of 1,500 
bar into air [5]. 

The analysis of the turbulent flow field reveals that the 
opening and closing phase are dominated by small
scale turbulence, while in the main injection phase 
large vortical structures are formed in the volume up
stream of the needle seat, and reach into the nozzle 
holes, see Fig. 2. In each hole, several of these 
structures are present at the same time. During and 
after the closing phase, cavitation structures are 
detected in the nozzle holes and in the sac hole 
region, see Fig. 3, and cause violent collapse events. 
Subsequently, the collapse of the sac hole cavity and 
rebound effects cause a large number of strong 
events near the lowest point of the sac hole. These 
events during this phase thus are considered to be 
most likely to cause surface erosion inside the device 
during operation. 

Temperature increase in cavitating flows 
The fully thermodynamic modeling of the working fluid 
enables the assessment of thermal effects of cavita
tion and temperaturedependent fluid properties. We 
have performed LES of a typical 8hole diesel injector 
using accurate full thermodynamic tables for the equa
tion of state. 

Figure 4 depicts the timeaveraged temperature 
distribution. The fullthermodynamic computation cap
tures the viscous heating at the walls.  Further, tem
perature is increased in the cavitation region. Due to 

mixing of the liquid with the heated vapor, the average 
temperature increases from the inlet of the hole to the 
outlet.

Conclusion

Our studies helped us to better understand the 
dynamics of cavitating, turbulent fluid flows in injection 
systems. Highperformance computing is a necessary 
tool to address the requirements that the investiga
tions of turbulent, cavitating flows impose on spatial 
and temporal resolution. Due to the high speed of 
sound, the time step size usually is on the order of 
less than a nanosecond, while nearwall turbulence 
requires a high grid resolution and thus causes a large 
number of cells. Our simulations usually run on up to 
5,600 cores to compute physical time scales on the 
order of microseconds. 
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Figure 2: Coherent vortical structures during the main injection phase 
colored by velocity in the halfdomain [5].

Figure 4: Timeaveraged temperature distribution in a cavitating injector flow 
assessed with fullthermodynamic simulations.

Figure 3: Cavitation structures inside the nozzle holes and sac hole shortly 
after full closing of the injector needle [5].



Introduction

Cycletocycle variations (CCVs) limit the further opti
mization of sparkignited engines. Combustion instabil
ities related to CCVs inhibit more efficient engine 
operations and lower emissions. Despite the impor
tance of CCVs, the fundamental reasons for their oc
currence have not yet been fully understood or pred
icatively described. Experiments have shown that the 
early period of the combustion process plays a signifi
cant role in CCVs. The flame kernel initiated by the 
spark is small. In the very early combustion phase, it is 
about the size of the turbulent scales and is not in 
equilibrium with the turbulence. Therefore, the evolu
tion of the early flame kernel is dominated by local, 
stochastic smallscale fluctuations, which are beyond 
the common modeling approaches based on conven
tional turbulence theory and are not reflected in cur
rent models. This study aims to investigate the influ
ence of the anisotropic turbulence and smallscale 
intermittency in the engine on the early flame propaga
tion and to investigate the role of differential diffusion 
during early flame kernel development. For this pur

pose, datasets of direct numerical simulations (DNS) 
for idealized engine geometries have been established 
and analyzed. 

Results and Methods

Mixture state and composition in the simulation have 
been chosen to be representative for fully homoge
neous, stoichiometric spark ignition (SI) engine opera
tion at low load. Governing equations and numerical 
methods were extensively described in [2,3,4]. To en
able a better understanding of how the flow and how 
differential diffusion alters the young flame kernel, 
Lewis numbers (Le) of all species have been artificially 
set to unity in some of the simulations. Three configu
rations with different ratio of initial flame diameter D0 to 
the integral length scale lt have been simulated and 
analyzed to investigate the characteristics of the early 
flame kernel development:

• Engine flame kernel, D0 / lt = 0.3 (isochoric),
• Large flame kernel, D0 / lt = 2.0 (isochoric),
• Planar flame, D0 / lt = ∞ (isobaric).

Visualizations of all flames at approx
imately one eddy turnover time after 
flame initialization are given in Fig
ure 1. To illustrate early flame kernel 
development, a sequence of flame 
images has been extracted from the 
enginerelevant DNS dataset and is 
plotted in Figure 2. Comparing to the 
planar flame, it was found that the 
development of the early flame kernel 
differs significantly from the well
established turbulent flame configura
tions. The curvature distribution of the 
early flame kernel was found to be 
strongly skewed towards positive cur
vatures, which contradicts with the 
developed turbulent flames. This fea
ture of the early flame kernel is sur
prising and requires more attention 
for two reasons. First, the observed 
behavior marks distinctive deviations 
in early flame/turbulence interactions 
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Figure 1: Isosurfaces of temperature (with arbitrary color scale) and the second invariant 
of the velocity gradient tensor (grey background) for the three flames at t  = 1.0 ∙ τt (left: 
engine flame kernel, middle: large flame kernel, and right: planar flame) [2].



of small kernels not only from the developed flames, 
but also from the ones that are initially as large as the 
energetic flow scales. Second, the occurrence of large 
positive curvatures and associated stretch rates may 
significantly change early flame propagation in situa
tions where preferential diffusion effects are important. 
For nonunity Le flames, curvature influences the 
local heat release rate. Figure 3 shows the heat 
release rate on the temperature isosurfaces corre
sponding to maximum heat release rate (TmaxHR) in a 
laminar unstretched flame under the same thermo
dynamic conditions. In the Le = 1 dataset, the heat 
release rate distribution is almost uniform. Con
versely, the more enginerelevant flame with Le > 1 
features similar high source term magnitudes only in 
regions of negative curvature, while large parts of the 
plotted isosurface exhibit significantly reduced heat 
release rates. The role of differential diffusion during 
early flame kernel development was investigated in 
[4]. The inhouse code called CIAO is used to perform 
all the simulations. It is a structured, arbitrary order, 
finite difference code. Spatial staggering of flow vari
ables is used in order to increase the accuracy of the 

numerical stencil. About 11,000 cores are used for the 
simulation. A summary of the performed simulations is 
given in Table 1.

Ongoing Research / Outlook

Current investigations focus on the runtorun 
variations of early flame kernels only as a conse
quence of turbulencekernel interactions. Multiple real
izations of early flame kernels are computed under the 
same nominal conditions.
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Figure 2: Development of the enginerelevant flame kernel: Temperature iso
contours coloured by flame curvature. The vertical lines illustrate the integral 
length scale lt [3].

Figure 3: Planar Flame: TmaxHR isosurface colored by local heat release rate for 
the Le = 1 dataset (top) and the enginerelevant Le > 1 flame (bottom) [4].

Table 1: Summary of the performed simulations.



Introduction

Our impact on the atmosphere and the climate has 
been evidenced by an increasing number of critical 
observations. In the field of commercial aviation and 
air traffic, dedicated projects for instance at the DLR 
(SULFUR, PAZI 1&2 und CATS, ECLIF) [1] or at 
NASA (SNIF, SUCCESS, AAFEX, ACCESS) have 
contributed to the evidencing effort. It is anticipated 
that the introduction of alternative aviation fuels not 
only affects the CO2 life cycle but also the emissions 
and climate. Synthetic Paraffinic Kerosene (SPK) from 
certified routes (FT, HEFA) or future pathways are 
virtually free of aromatic compounds as well as free of 
sulfurcontaining molecules. Blended up to 50% vol. 
with conventional Jet A1 or with Synthetic Kerosene 
Aromatics (SKA) they form dropin fuels, which from 
their initial formulation all the way to their large scale 
production offer unexplored optimization possibilities 
especially regarding emissions reductions. In this 
context the DLR Institute of Combustion Technology 
investigates the effects of the chemical composition of 
different multicomponent alternative aviation fuels on 
the combustion characteristics. 

One key aspect is the influence of the fuel composition 
on the primary atomization process which changes the 
quality of the liquid spray and ultimately the position of 

the reaction zone and the formation of pollutants. In 
previous investigations it was concluded that precise 
and reliable spray boundary conditions (Figure 1) are 
required to account for this fuel effect in simulations. In 
order to reduce the experimental burden for their 
characterization, an alternative approach is investi
gated, consisting of an algebraic primary breakup 
model in combination with accurate quantification of 
uncertainties arising from simplifications and imperfect 
knowledge.

Results and Methods

A computational platform consisting of the coupling of 
a sophisticated evaporation model in the Lagrangian 
framework with a detailed chemistry solver for the 
chemical kinetics in the Eulerian framework for 
complex multicomponent fuels was used for the work 
at hand. A labscale burner producing a highly 
turbulent swirlstabilized spray flame served as a test 
case (Figure 2). Detailed validation data was available 
from previous experimental characterizations. The 
burner exhibited some of the key features of current 
aeroengine combustors, e.g. typical fluid dynamic 
instabilities and spray formation by a hybrid prefilming 
airblast atomizer. 

To account for the highly unsteady and turbulent 
processes while keeping the computatio
nal costs acceptable, a hybrid URANS/
LES approach was utilized. In a first step, 
the setup was validated using the spray 
boundary condition from the experiments. 
The simulation demonstrated a good 
agreement with the experiments regarding 
local temperature profiles and flame 
position (Figure 3). 

In a further study, the spray boundary 
condition was replaced by an algebraic 
primary breakup model [2] which relies on 
few local quantities of the gas field as well 
as properties of the liquid fuel (Jet A1). 
Inputs to the model which could not be 
determined precisely were interpreted as 
uncertain quantities and characterized as 
random variables from a probabilistic 
perspective (Table 1). 
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Figure 1: Liquid fuel droplets starting from the spray boundary condition (blue annulus) above the 
atomizer.
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The uncertainties from the resulting five dimensional 
input space were then propagated through the 
simulation model using Polynomial Chaos Expansion 
(PCE) [3]. Calculation of the expansion coefficients 
required 71 individual simulations with varying spray 
boundary conditions, involving data from the input 
space. PCE enabled the portrayal of the uncertain 
simulation results in terms of mean realizations and 
probability levels (Figure 4). 

Ongoing Research / Outlook

As the simulation of the atomization process remains a 
challenge, the prediction of the combustion perfor
mance of the individual fuels by simulation still relies 
on accurate spray boundary conditions. A metho
dology has been demonstrated which reduces the 
required prior knowledge from experiments while 
enhancing simulation credibility through clear display 

of uncertainties. The methodology was tested for 
kerosene and compared to available experimental 
data. Ongoing research will focus on the application 
of the demonstrated methodology to new fuel 
candidates without prior knowledge of the spray 
characteristics. Besides, further boundary conditions, 
which are prone to uncertainties, will be investigated. 
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Figure 4:  Nondeterministic simulation results of gas phase temperature. 
Gray areas display uncertainties.

Table 1: Uncertain input parameter space.

Figure 2: Hybrid URANS/LES of the swirlstabilized kerosene spray flame. 
Red lines indicate heat release.

Figure 3: Comparison of lineofsight integrated OH* distribution from 
simulation (blue) and experiment (red). Contours show relative levels of 
maximum intensity.



Introduction

The transfer of heat and dissolved substrates, such as 
atmospheric gases, across the water surface is 
governed by the interaction between molecular 
diffusion and nearsurface turbulence, where the latter 
is very effective in enhancing the transfer rate. The 
simulation reported here focuses on surfacecooling 
induced heat and mass transfer.

When a body of water is exposed to sudden surface 
cooling, a thin thermal boundary layer of cool water 
forms adjacent to the water surface. Any small 
perturbation, which is always present in nature, will 
lead to the formation of convection cells near the 
surface (cf. Figure 1, top panes for their footprints). 
The center region of these cells is predominantly 
occupied by warmer water rising from below, which is 
subsequently cooled while moving radially along the 
surface. At intersections of three or more convection 
cells cold water accumulates and eventually moves 
downwards in the form of mushroomlike plumes 
(Figure 1, bottom panes), thereby promoting the 
mixing of saturated cold water from the surface and 
unsaturated warm water from the bulk.

Results and Methods

The present simulation builds on our previous 
simulations, where surfacecooling induced mass 
transfer was accurately resolved up to a realistic 
Schmidt number of Sc=500, which is typical for 
oxygen in water [1, 2]. Due to the relatively small sizes 
of the computational domains (5L x 5L x 5L and
10L x 10L x10L, with L~1cm) employed in the previous 
simulations, falling plumes were found to reach the 
bottom before they naturally lost their buoyancy. Thus, 
the analyses were limited to the initial development of 
the Rayleigh instability and the early stages of 
transition. 

Here, we aim to understand the physics of buoyancy
driven heat and mass transfer when plumes loose 
their buoyancy upon impinging on a thermocline 
separating the warm water region immediately below 
the surface and the cold water close to the bottom. 
This reflects the situation encountered in deep calm 
water bodies (lakes). To simulate this situation, the 
domain size has to be sufficiently large in order to at 
least incorporate both the warm water region near the 
surface as well as the thermocline. 
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Figure 1: Sequences of the normalized temperature field at one grid plane beneath the surface (top panes) and at a vertical plane crossing x/L=10 (bottom 
panes). The pattern visible in the top panes can be seen as footprints of convection cells in the water. The initial Rayleigh number based on L=1 cm was 39,000.
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For this purpose, a 20L x 20L x 20L computational 
domain was selected. As an initial condition, below the 
warm upper bulk, the temperature near the bottom of 
the domain was gradually decreased in order to obtain 
a stable temperature profile. Prior to this, a larger
30L x 30L x 30L domain was employed, which also 
included the cold water region below the thermocline. 
The initial results of this simulation (in terms of 
convection cell size development and related sinking 
plumes) were very similar to the present simulation 
using the 20L x 20L x 20L domain. Based on this, it 
was decided to focus our efforts on the smaller 
simulation, as this would allow a significantly longer 
running time. 

A sequence of temperature distributions in the plane 
adjacent to the surface is shown in the top panes of 
Figure 1. The patterns can be seen as footprints of the 
convection cells in the water. On average, the 
convection cells were found to monotonically grow in 
size during the transition stage until, at t ≈ 100 s, the 
plumes loose their buoyancy upon impinging on the 
thermocline and a quasisteady state was reached. In 
the latter state, the long term average size of the 
convection cells remains constant, while 
simultaneously there is a continuous cellrenewal 
process, where cells merge and grow before breaking 
up into new cells. 

To study the interaction between the falling plumes 
and the thermocline near the bottom of the domain, a 
sequence of temperature isosurfaces is shown in 
Figure 2. It can be seen that local peaks in the vertical 
temperature gradient dT/dz (corresponding to 
impinging plumes) result in depressions in the 
isosurfaces caused by the downward momentum of 
the plumes. 

The 3D incompressible NavierStokes equations for 
the flowfield and the advectiondiffusion equations for 
scalar fields were solved using direct numerical 
simulations employing a code capable of resolving all 
details of lowdiffusivity (high Schmidt number) mass 
transfer which is characterized by steep concentration 
gradients (cf. Figure 1). The code uses 4th order 
discretizations of convection and diffusion to solve the 
incompressible NavierStokes equations for the fluid 
flow. For the scalar field, a fifthorderaccurate WENO 
scheme [3] for scalar convection, combined with a 
fourthorder central method for scalar diffusion, was 
implemented on a staggered and stretched mesh (cf. 
[4] for further details). 

The flow and (two) scalar fields were resolved using 
2.5088 x 109 grid points. The computation load was 
distributed over 14,336 cores resulting in local blocks 
of 50 x 50 x 70 grid points. The standard Message
PassingInterface (MPI) was employed for data 
exchange between processes. In addition to the 
temperature field (active scalar) with a Prandtl number 
Pr = 7, a concentration field (passive scalar) with a 
Schmidt number Sc = 16 was also resolved. With this 
arrangement, the computational time was, on average, 
1.5 s / iteration. In total approximately 35 Mio Coreh 
were used to simulate the present quasisteady case. 

The amount of data generated were 14 TB.

Ongoing Research / Outlook

SuperMUC has enabled us to perform a number of 
large scale numerical simulations of interfacial gas 
transfer at high Schmidt and/or high Reynolds 
numbers [2,5]. The highfidelity data allowed a number 
of unbiased parametric studies of the mass transfer 
velocity as a function of, e.g.  Schmidt number. 

Apart from the occasionally long waiting times for our 
jobs to run, no major problems were encountered. 
Small updates to the run scripts were required to 
accommodate the running of jobs on the new 
SuperMUC system.

As a next step, we aim at performing large scale DNS 
of gas transfer in fullydeveloped turbulent open
channel flow in combination with additional 
complexities, such as buoyancy or surfactants.
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Figure 2: Dynamics and interaction of the stablystratified layer near the 
bottom and coldsinking plumes, visualized using the isosurface of the 
normalized temperature field T = 0.6, colored by the vertical temperature 
gradient.



Introduction

Cavitation refers to the formation and subsequent 
collapse of vapor filled cavities in liquids, both of which 
are initiated by pressure fluctuations. At collapse, 
intense shock waves with postshock pressures of up 
to several thousand bar are emitted. When bubbles 
collapse near a solid wall, an asymmetric collapse 
behavior occurs, which is associated with the 
formation of highvelocity liquid jets directed towards 
the material surfaces. Structure loads caused by the 
pressure waves and the jet impact can lead to material 
erosion, which may be so strong that the performance 
degrades severely or devices may fail. Common 
examples adversely affected by cavitation erosion are 
ship propellers, hydraulic turbines and pumps, valves 
and throttles in hydraulic systems and fuel injection 
systems. On the other hand, the energy focusing and 
destructive forces at collapses are also exploited for 
material peening, surfacecleaning or biomedical 
applications. The latter include urinary stone ablation 
and targeted drug delivery. In injection systems, 
cavitation erosion can be advantageous for cleaning 
nozzle holes and throttles from surface deposits, 
promoting jet breakup, or stabilizing the mass flow. In 
order to better control cavitation erosion, it is 
necessary to understand the underlying phenomena 
and identify the decisive mechanisms for material 
damage. Small characteristic length scales, short 
timescales and intense pressure peaks make 
experimental studies challenging. Computational Fluid 
Dynamics (CFD) can provide 
timeresolved information and 
thus have become an important 
tool for the understanding of 
cavitation erosion, 
complementing experiments. In 
this research project, we 
numerically investigate the 
cavitation erosion potential of 
bubble collapses, cavitating jets 
and in valve chambers.

Method

The simulations are conducted 
with the flow solver CATUM [1], 
developed at the Chair of 

Aerodynamics and Fluid mechanics. To capture the 
shock waves after the collapse, full compressibility of 
all phases is considered in our numerical model. For 
the cavitating twophase flow, a homogeneous mixture 
model combined with an equilibrium cavitation model 
is used. The actual vaporliquid interface of cavitation 
structures is not reconstructed and surface tension is 
thus neglected. For cavitating multiphase flows, we 
have extended the model by an additional non
condensable gas component [2].

Results 

Bubble collapse in the vicinity of a wall
We have investigated the collapse dynamics and the 
erosion potential of single bubble collapses in the 
vicinity of a wall. Figure 1 shows a time series of a 
collapsing wallattached bubble exposed to 
atmospheric pressure (1 bar). The aspherical pressure 
distribution leads to an indentation of the bubble and 
the formation of a walldirected jet piercing the bubble. 
Then, the remaining torus collapses and afterwards 
rebounds. Our compressible flow solver, which 
considers phase change, enables us to capture the 
emitted pressure waves at collapse and also the 
rebound. Further, we have studied the effect of 
additional noncondensable gas in the vapor bubble, 
see bottom of Fig. 1, which leads to an enhanced 
rebound and a damped pressure impact.  To gain a 
better understanding of the damage mechanism and 
the decisive processes, we have conducted 
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Figure 1: Collapsing wallattached vapor bubble and comparison with collapsing vapor 
bubble containing noncondensable gas (bottom) (PhD Thesis Trummler, 2020). 
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simulations under high driving pressures considering 
varying distances to the wall [5]. For this purpose, we 
have also evaluated the effect of the grid resolution on 
the collapse dynamics and the recorded maximum 
pressure. The finest grid for this study contained more 
than 670 million cells and the conducted simulations 
represent the highest grid resolution ever used for 3D 
simulations. 

Cavitating jet eroding a target plate
Cavitating jets are typical experimental configurations 
for the investigation of cavitation erosion. However, 
these experiments do not provide detailed information 
about the processes on short time scales and the 
transient pressure pulses. To obtain more insights, we 
have numerically studied such a configuration at 
different operating conditions. In these configurations, 
a highvelocity liquid jet causes shear layer cavitation, 
as shown in Fig. 2. Close to the target plate, the vapor 
structures collapse emitting intense pressure waves. 
To obtain numerical equivalents of experimentally 
observed erosion pits, we have used advanced 
clustering algorithms of Machine Learning frameworks 
[4].

Cavitation in a valve chamber of a common rail 
injection system
Current developments in diesel direct injection 
systems increase the rail pressure to more than 2500 
bar. High injection pressures imply a high acceleration 
of the fuel and thus lead to cavitation and cavitation 
erosion. Cavitation erosion not only affects the 
boreholes of injection nozzles but also other 
components such as the valve chamber. We have 
investigated the flow field, cavitation dynamics and 
erosion potential in different valve chamber designs 
and different injection pressures [5]. Figure 3 shows 
the flow field in a generic chamber with an injection 
pressure of 2,000 bar. The flow velocity exceeds 600 
m/s and leads to cavitation. The subsequent collapse 
of formed vapor structures causes high pressure loads 
on the surface of the pilot valve, as visualized in Fig. 4.

Ongoing Research / Outlook

Our studies helped us to better understand the 
underlying mechanisms of cavitationinduced material 
damage. With our investigations, we have covered a 
broad range of relevant applications, including generic 
bubble collapses and the flow in a valve chamber of a 

common rail injection system. The investigations of 
cavitating flows impose high requirements on spatial 
and temporal resolution, which can only be addressed 
by highperformance computers. Due to the high 
speed of sound in liquids, the time step size usually is 
on the order of less than a nanosecond, while 
cavitation structures and wall effects require a high 
grid resolution and thus lead to a large number of 
cells. Our simulations have been conducted on 
SuperMUC, SuperMUC Phase 2 and SuperMUC NG 
using our massively parallelized numerical framework 
CATUM. Current research topics include the analysis 
of fluidstructure interaction in the context of cavitation, 
the modeling of quantitative erosion prediction in 
cavitating flow environments, and acceleration 
methods for CFD codes for the simulation of cavitating 
flows. Further, we also work on the application of deep 
learning and artificial intelligence techniques for 
numerical cavitation erosion prediction, such as the 
development of advanced collapse clustering 
algorithms [4].
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Figure 2: Cavitating jet and pressure waves of collapsing vapor structures. 

Figure 4: Recorded wall pressure loads on the surface of a pilot valve (PhD 
Thesis Beban, 2019). 

Figure 3: Instantaneous flow field (left) and formed vapor structures (right) in 
a valve chamber for an injection pressure of 2,000 bar (PhD Thesis Beban, 
2019). 



Introduction

Wall turbulence is probably one of the open problems 
in physics with most applications in daily life. Even if 
the equations ruling out these flows have been known 
for 150 years, we still lack a complete theory. As wall
bounded turbulence is responsible for 5% of the CO2 
dumped by humankind into the atmosphere every 
year, this is a problem of the uttermost importance. 
Research of turbulent flows has been dominated by 
experimental techniques until the eighties of the last 
century, where supercomputers started to be powerful 
enough to solve turbulent flows. However, due to the 
highly nonlinear behavior of wallturbulent flows, 
Direct Numerical Simulation (DNS) of these flows are 
restricted to simplified geometries. The most 
successful of these idealized flows are Poiseuille 
turbulent channels, where the fluid is confined 
between two parallel plates and the flow is driven by 
pressure. Since the seminal paper of Kim, Moin, and 
Moser, the friction Reynolds number Retau has grown 
steadily. In this project, we have been able to run a 
simulation reaching the Reτ = 10,000 frontier. This 
simulation would allow the study of high Reynolds 
numbers effects. This Reτ is still less than the largest 
realization of the flow obtained by experimental 
means. This experiment reached Reτ = 20,000. 
However, the main advantage is that the DNS allows 
one to compute any imaginable quantity in the whole 
domain. 

Unfortunately, the computational cost of a DNS is very 
high, such that the DNS of a commercial jetairliner is 
several decades away, even for the biggest 
supercomputers available to date. Therefore, DNS is 
not wellsuited for design purposes. For most 
applications, instantaneous flow details are 
unnecessary to know and statistical quantities such as 
the mean velocity are sufficient. However, considering 
turbulence as a statistical process in fact leads to an 
infinite dimensional hierarchy of momentequations, 
which are extremely difficult to solve. Hence, for most 
applications a truncated system is considered at the 
expense of introducing semiempirical closure models 
(i.e. RANS methods).

An approach developed by the PI and his coworkers 
follows a very distinctive route as it considers the 

entire infinite dimensional hierarchy of moment 
equations using Lie symmetry group methods. Since 
the work of the mathematician Lie, symmetries have 
experienced a striking evolution at the heart of 
physics. Einstein in his 1905 seminal work on special 
relativity contemplated the symmetry principle as the 
key feature of physics. In the 1920s, quantum 
mechanics established symmetries as an axiomatic 
basis of physics in general. Today, Lie symmetry group 
methods act as the foremost guiding principle to 
understand and mathematically model new physical 
laws. This project is the first simulation ever that allow 
us to test the application of the symmetrybased 
theory in the field of turbulence. 

Results and Methods

The program code, LISO, performs a turbulence 
simulation using the NavierStokes equations for an 
incompressible fluid in a plane channel between two 
infinite parallel plates. No modelling is used. The 
computation is carried out in a doubly periodic domain 
in the two wallparallel directions x (streamwise) and z 
(spanwise), which is chosen large enough to minimize 
artefacts due to the spurious periodicity. The 
Re

τ
 = 10,000 simulation uses 2πh × πh where h is the 

channel halfthicknesses. This is enough to avoid 
spurious statistics due to the finite length of the box. 

Numerical methods

For time integration, the code uses a lowstorage third
order semiimplicit RungeKutta (RK) timestepper. 
This RK scheme allows a longer time step than purely 
explicit methods while at the same time, the memory 
requirements are as low as those of a Euler method. 
For the spatial derivatives, a Fourier discretization in x 
and zdirections and a sixthorder Compact Finite 
Differences (CFD) discretization in the wallnormal y 
direction are used. This allows a greater flexibility in 
the choice of the mesh, which consists of 
6,144 x 2,101 x 6,144 points in space.

LISO is written in Fortran90 and for SuperMUC, it is 
built with the Intel ifort compiler. It has been carefully 
checked and optimized for SuperMUC using a test 
account and in a SuperMUC extreme scaling 
workshop The implementation uses FFTW routines for 
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region of the flow where the largest eddies of the flow, 
coming from the center, interact with the smaller, and 
short live eddies that grow from the walls. 

The symmetrybased theory not only predicts this 
logarithmic behavior but also offers scaling laws for all 
the moments of the streamwise velocity, and thus 
characterizing completely the flow. Figure 3 shows the 
scaling of the moments up 7th order, with an excellent 
agreement between theory and data. Our final 
objective is to provide a better knowledge of 
turbulence and improve the modelling of this thrilling 
phenomena. 

Ongoing Research / Outlook

The simulation is still running on SuperMUCNG, and 
we expect to finish it in 2020. This project was only 
able to run SuperMUC Phase 2, as the memory of 
Phase 1 was not enough. We have found, 
approximately, a speed up of 25 % from SuperMUC to 
SuperMUCNG. This improvement is due to both 
communications and computations. Moreover, if we 
run using 24 MPItasks and 2 OMP tasks per node, 
respectively, we have been able to achieve an 
additional speedup of 40%. Apart from this, we have 
100TB of raw data that will be analyzed during the 
next years. High memory nodes should be used for 
this. 
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[1] Statistics from these and other simulations can be downloaded 
from our webpage. 
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the Fourier transforms (MKL library) and MPI + 
OpenMP for the parallelization, where Intel MPI is our 
preferred environment for MPI. I/O routines use the 
package HDF5, more precisely its parallel 
implementation on SuperMUC. It took less than 15sec 
to save the whole field of 250 GB, distributed in as 
many as 4,096 cores, to disk. This must be done each 
7 hours, so the time needed for the I/O routines is 
negligible. Due to limitations on the code, the 
maximum number of processors is 4,096 cores. As we 
need to run the code for a very large time, more than 
two years, to get enough statistics from the turbulent 
field, we ran three independent cases at the same 
time. In total LISO has been running for about 50M 
Coreh. This simulation has provided many interesting 
results about the cinematics of boundary layers. In 
fact, this is the first simulation where a clear 
separation of scales can be observed. One of the 
most important features it that it has allow us to check 
a symmetrytheory based of Turbulence, where new 
scaling laws are obtained directly from theory, without 
any further simplification or modelling. As one 
example, we can cite the indicator function of Figure 2. 
It was predicted around 1920 that the central part of 
this function should be a straight line. This indicates 
that the flow follows a logarithmic profile in this region, 
which is called, for obvious reasons, logarithmic layer. 
This layer is the most difficult to model as it is the 
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Figure 2: Indicator function. The flat region between 200 and 2,000 indicates 
the existence of a very long logarithmic layer. The value of 0.39 for the 
Karman constant can be taken as almost definitive.

Figure 3: From bottom to top, scaling of moments of the streamwise velocity 
from 1 to 7. Dot line, data coming from DNS. Continuous line, data from theory. 

Table 1: Memory requirements in a computational box of (6,144 x  2,101 x 
6,144) ~810 points.

Figure 1: Instantaneous visualization of the streamwise velocity at the logarithmic 
layer (left). Details of the streaks of the flow at the viscous layer (right).



Introduction

The operating pressure and temperature of 
combustion chambers of rocket launchers are often 
well above the critical pressure and temperature of the 
pure injectants. 

This work studies what happens inside a rocket 
combustion chamber during operation time and 
analyzes the behavior of the propellants close to walls 
including wall roughness and an evaluation of the heat 
transfer. The difficulties of simulating such scenarios 
come from the extreme physical condition (particularly 
for pressure and density) and for the complex 
chemical behavior. Large Eddies Simulations were 
performed on multiblock structured grids and the 
results were then compared to the available literature.

The project is part of the SFB Transregio 40, a 
Germanywide research collaboration of numerous 
universities, research institutions (DLR) and 
ArianeGroup [1] funded by the Deutsche 
Forschungsgemeinschaft (DFG) under contract no. 
26293245 .

Numerical Methods

Flamelet tables have been created in a preprocessing 
phase in combination with the counter flow diffusion 
flame model approach in order to model the chemistry 
inside the combustion chamber. The tables are 
generated by solving the Flamelet equations, which 
consists of a mass fraction transport equation for each 
specie considered in the combustion process and one 
energy equation. The particularity of setup is that the 
walls of the combustion chamber act as a negative 
source of enthalpy for the flame, therefore the tables 
have been modified such that nonadiabatic processes 
are taken into account.

The normalized sand grain roughness is used as a 
measure of roughness, which is a physical quantity 
depending on the average roughness of the wall, the 
type of roughness and the friction velocity. The 
normalized sandgrain roughness is then used to 
model the effects of wall irregularities on the velocity 
and temperature fields which directly influences the 
heat transfer and the cooling requirements

The wall roughness plays its role in the Wall Model, 
which solves the Turbulent Boundary Layer Equations 
(TBLE).   Three different roughness methods have 
been tested. The methods proposed by Cebeci et al. 
[2] and Feiereisen et al. [3] modify the turbulent 
viscosity of the TBLE, causing a downward shift of 
velocity and temperature profiles. The method 
proposed by Saito et al. [4] imposes a virtual slip 
velocity at the boundary between the LES grid and the 
TBLE grid. All three methods depend on the 
normalized sandgrain roughness.

Results

A correct estimation of the wall heat flux of a 
combustion chamber is extremely important because 
the design of a rocket engine needs to consider the 
structural limitations of the chamber walls. A methane
based combustion chamber has been simulated to 
study the thermodynamic behavior near the wall. The 
geometry of the setup has been simplified as a 
rectangular section. 
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Figure 1: Performance of the three tested roughness methods with respect to 
different values of Reynolds number and sand grain roughness.

Heat Exchange in Methanebased Launchers

Computational Fluid Dynamics and Engineering

3

RESEARCH INSTITUTION

Technische Universität München

PRINCIPAL INVESTIGATOR

Christian Stemmer

RESEARCHER

Raffaele Olmeda

PROJECT PARTNER

Bundeswehr Universität München

SuperMUC Project ID: pr92lo



Different configurations of the combustion chamber 
have been simulated. Simulations were performed to 
assess the effect of a change of operating pressure, 
presence of the cooling film, blowing ratio of the 
cooling film, and the influence of the type of the 
equation of state. Meshes with increasing refinements 
have been used to observe the convergence of the 
results and ensure the smaller scales were captured. 
In Fig. 2, a snapshot of the temperature field shows 
how the mixing of fuel and oxidizer is realized at half of 
the length of the combustion chamber. 

A periodic channel has been chosen as domain for the 
roughness simulations, which guarantees a constant 
thickness of the boundarylayer during the simulation. 
In this case, meshes of increasing dimensions have 
been used once again, particularly to investigate how 
the wall model used to model the roughness would 
interact with different wall refinements. In Fig. 1, the 
influence of the wall roughness and of the Reynolds 
number on the relative error of the velocity field is 
shown. The Saito method has proven to be the most 
effective, and simulations with higher Reynolds 
number yielded better results.

More extensive results can be found in the final report 
of the project [5]. For the heat transfer simulations, 
9 M Coreh were used, divided in meshes of different 
refinement. For the roughness simulations, 2.9 M 
Coreh were necessary, considering different meshes 
refinements and roughness methods.

Ongoing Research / Outlook

SuperMUC and its successor SuperMUCNG have 
provided excellent means to efficiently perform large
scale simulations in a HPC environment. The support 
provided by the support team has been always fast 
and effective.

The methods developed so far allow to simulate the 
behavior of complex thermodynamic environments 
such as the interior of rocketengines with a high level 
of accuracy. The results have particularly shown how 
the type of energy equation used in the Wall Model 
influences the quality of the results. An enthalpy 
equation has proved superior to a temperature 
equation both considering the comparison with the 
experiment and the convergence velocity. 
Furthermore, the advection term of the energy 
equation has proven to be important right after the 
injector plate, where a recirculation region is present.

 The research in the future will focus on the extension 
of the Flamelet tables for realgas behavior, which is of 
great interest for filmcooled modern combustion 
chambers. Cryogenic fuel is usually used as coolant, 
and therefore thermodynamic states close to the 
critical point are reached. An idealgas approach in 
this case is no longer valid, and a cubic equation of 
state must be implemented in the Flamelet table 
generation.
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Figure 2: Snapshot of the temperature field (upper) and the mixture fraction (lower) in the methanebased combustion chamber.



Introduction

Within the present project, the aerodynamic behavior 
of modern wind turbines has been investigated by the 
use of Computational Fluid Dynamics (CFD). Three 
main subtopics have been studied (results are 
presented for the first two topics):

• Aeroelastic effects on wind turbines 
exposed to turbulent inflow conditions and 
complex terrain.

• Lowfrequency emissions from a flexible 
wind turbine under atmospheric conditions.

• Aeroacoustics analysis on Vertical Axis 
Wind Turbines (VAWT) [1].

Results and Methods

All simulations have been performed with the finite
volume CFD code FLOWer, originally developed by 
the German Aerospace Center (DLR) within the 
MEGAFLOW project [2]. It solves the Navier Stokes 
equations in an integral form using different turbulence 
RANS and hybrid RANS/LES models. The simulations 
requiring the highest resources were the ones 
regarding inflow turbulence and complex terrain, 
where around 450,000 Coreh and around 2,500 
Cores have been used for each case. The available 
budget in $WORK is around 47% of the total, while its 
usable space is 66% of the budget. The applied flow 
solver is not producing an exceeding amount of files 
that is why, up to now, no problem was faced in the file 
storage. Within the research project WINSENT [3] and 
in particular in its subpart FoWEA (Forschungs
windenergieanlage), the effects of aeroelasticity on 
wind turbines subjected to complex atmospheric inflow 

conditions are investigated. A complex terrain is a 
terrain where topology and roughness influence the 
atmospheric boundary layer. In the WINSENT project 
a research turbine (Figure 1, left) in complex terrain 
with turbulent inflow (Figure 1, right) is simulated by 
the use of an explicit coupling between CFD for the 
flow solutions and MBD/FEM for the structural 
response. Numerical models with different geometric 
complexity are used and compared. In Figure 2 (left) 
an only blade CFD model in uniform inflow is 
computed first in rigid conditions and then flexible. As 
it can be seen, the power increases by about 2.5%. 
This is due to the fact that the blade has a precone 
angle in rigid state, and therefore the bending of the 
flexible blade increases the effective rotor disk area 
leading to a higher power. In Figure 2 (right), the full 
CFD model is simulated firstly rigid and then 
completely flexible. Here it can be observed that the 
impact of bladetower interaction is increased leading 
to a stronger load reduction during the tower passage. 
The peaks resulting from the wind fluctuations are 
mostly damped by the consideration of flexibility, 
resulting in an average lower produced power.  The 
aim of the IEA Tasks 29 and 39 are the improvement 
of aerodynamic models for wind turbine design codes 
and assessment of noise. A high fidelity time resolved 
fluidstructure CFD approach was used to investigate 
the lowfrequency emission of the DANAERO wind 
turbine. Firstly, the aeroelastic behavior of the turbine 
was investigated by means of CFD simulations 
coupled to the MBS solver SIMPACK for the structural 
response increasing the complexity from an only one 
blade model in uniform inflow conditions, to the full 
model in turbulent inflow conditions [4]. Secondly, the 
aeroacoustic noise propagation was computed in post
processing using a FfowcsWilliam Hawking method, 

following the same procedure 
developed during the TremAc project 
and prescribed in [5]. Regarding the 
aeroacoustic emission it was found that 
it is dominated by tonalities due to blade 
passage in front of the tower and its 
higher harmonics and that more 
broadband noise is generated in flow 
direction than in lateral for both 
observers at 100 m and 1,000 m 
distance. For this last observer position 
the Blade Passing Frequency (BPF) is 
not the highest peak. The tonalities are 
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Figure 1: Blade deformation resulting from CFDMBS coupled simulation at uniform inflow (left). 
CFDMBS coupled simulation in complex terrain (right).
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dominated by the tower emission (Figure 3) because 
the passing blade induces pressure fluctuations on the 
tower surface itself. It can be observed that at an 
observer position of 1,000 m, the rotor emits 
broadband noise due to the inflow turbulence and with 
high intensity in the flow direction (Figure 4). The tower 
shows no directivity, emitting almost cylindrical at very 
discrete frequencies, while the rotor emits more in flow 
direction than in lateral, showing almost no tonality. 
The fluidstructure coupling has only an indirect effect 
on the aeroacoustic and that is because when the 
blades are flexible, the distance bladetower reduces 
and thus the bladetower interaction is increased.

Ongoing Research / Outlook

The project has been prolongated in order to study the 
additional following topics:

• Influence of operational control on low
frequency noise components.

• Analysis of the flow around thick airfoils 
equipped with Vortex Generators (VG).

• Influence of orography, forest and urban 
terrain on the flow field [6].

Indiana Wind (Interdisziplinäre Analyse und 
Optimierung von Windenergieanlagen und ihren 
Komponenten) is a joint project financed mostly by the 
BMWI. It deals with the analysis and optimization of an 
entire wind turbine including its components under 
consideration of the disciplines aerodynamics, 
aeroacoustics, structure, control and terrain. With 
regard to acoustic radiation, the primary objective is to 
outline the influence of operational control on low
frequency noise components. A further field of 

application of the hybrid RANS/LES processes in this 
project is the flow around blade segments that are 
equipped with Vortex Generators (VG). At first, the 
detailed flow physics of the VGs for delaying flow 
separation is evaluated. There after the acoustic 
impact is deeply investigated. Within the joint graduate 
research Training Group program Windy Cities the 
economic use of small wind turbines for local 
distributed power generation in urban areas is 
investigated. Due to interaction between atmospheric 
boundary layer and various obstructing objects 
present in built environment, the inflow conditions are 
complex with high turbulence level, continuously 
changing wind direction, inclination etc. (see Figure 5). 
Therefore high fidelity simulations of the flow field 
around the building are required to assess the 
performance and loads of small vertical axes wind 
turbines.
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Figure 4: Spectra of unweighted SPL with observer at 1,000 m distance for a 
turbulent inflow case where the entire turbine is flexible. Directivity of the 
only rotor.

Figure 5:Influence of orography and urban terrain on flow field.

Figure 2: Only blade model, rigid vs. coupled in uniform inflow (left). Full 
turbine in complex terrain and turbulent inflow, rigid vs. coupled (right).

Figure 3: Spectra of unweighted SPL with observer at 1000 m distance for a 
turbulent inflow case where the entire turbine is flexible. Influence of the 
different components.
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Introduction

Increasing demands for water till 2050 will aggravate 
the impacts of water scarcity on agricultural production 
and livelihood activities [1]. To deal with this projected 
development, sustainable management of available 
water resources is required. For decision support in 
regional water management or agriculture, regional
ized weather and climate forecasting increasingly 
matters. This is especially the case for semiarid areas 
where more profound knowledge of variations in 
seasonal rainfall can help to better prepare against 
climate extremes. The major task of the SaWaM 
(Seasonal Water Resources Management in Semiarid 
Regions [2]) project therefore is the development of 
methods and tools for the practice transfer of regional
ized global data for water resources management. 
Here, special focus is on the regionalization of global 
hydrometeorological fields over the semiarid regions 
of Northeast Brazil and Ecuador/Peru. Hit by a multi
year drought in the last decade [3] and strongly influ
enced by El Niño [4], respectively, these regions are 
facing high climate variability especially during their 
rainy seasons. Water availability in those regions not 
only determines the production of rainfed and irrigated 

agriculture, it also controls the hydroelectric energy 
production in their highly managed river basins. 

One way to achieve regionalized hydrometeorological 
information is the application of regional atmospheric 
models, such as the Weather Research and Forecast
ing (WRF) model, to dynamically downscale global 
fields over selected areas. However, these models 
need to be adapted in their physical setting to the 
region of interest. Subgrid scale processes such as 
microphysics (MP), cumulus physics (CU), planetary 
boundary layer physics (PBL) and radiation physics 
(RA) are still parameterized in these models, and their 
choice and combination highly influences the modeled 
hydrometeorological variables precipitation and tem
perature [5]. Therefore, within this SuperMUCNG pro
ject, we tested the performance of different WRF para
meterization combinations to find an optimized model 
setup for the simulation of regionalized hydrometero
logical fields in the selected semiarid regions. 

Results and Methods

As a community numerical weather prediction model, 
WRF is used for a wide range of both research and 
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Figure 1: WRF nested domains over South America. From the input data of 
ERAInterim at 80 km horizontal resolution, the domain resolution is stepwise 
brought to 27 km (D01), 9 km (D02 and D04), and further to 3 km (D03). 
Country borders are shown with white lines, basin borders of the São 
Francisco river in Northeast Brazil and the CatamayoChira river in Ecuador/
Peru with red lines.
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Figure 2: Median (red dot) and total range of averaged required computing 
time per simulated time step using 576 cores (12 nodes) at SuperMUCNG for 
runs of different WRF parameterization groups. One simulation included all 
four WRF domains (D01D04, Fig. 1). The cumulus parameterization groups 
(G3D, Tiedtke, BMJ, KF) consist of 8 members, all others consist of 16 
members using the respective scheme.

Table 1: Required storage of different WRF output files.



groups. Compared to CHIRPS, precipitation biases 
are lowest for runs with model settings using Tiedtke 
or BMJ cumulus physics, WSM3 microphysics and 
RRTM radiation physics.  

Ongoing Research / Outlook

The combination of best performing parameterization 
groups does not have to result in the overall best 
performing model setup. Single combinations may 
generate interactions between the physics schemes, 
leading to unexpected performances. The final opti
mized WRF setup for each domain is still under inves
tigation and will also depend on the required resources 
of computing time and storage.

An originally planned evaluation period over 5 years 
could not be achieved due to the combination of a 
limited computing time per job of 2 days, during which 
not all runs were able to simulate 2 months (monthly 
restarts), and the long job queues at SuperMUCNG. 
The switch from  SuperMUC Phase 2 to SuperMUC
NG reduced computing times per simulated time step 
by 1520%. 
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operational applications. Applying a 
nested approach in WRF (Fig. 1), the 
horizontal resolution of global ERA
Interim reanalyses is stepwise brought 
from 80 km to 27 km (D01), to 9 km 
(D02 and D04), and finally to 3 km 
(D03). The last step to 3 km was only 
performed over the highly mountain
ous EcuadorianPeruvian region. Over 
the Brazilian region, the final horizontal 
resolution is 9km. 

The selection of tested parameteriza
tion schemes was based on literature 
review and recommendations from lo
cal partners. In sum, simulations were 
conducted for a WRF ensemble of 32 
combinations of 4 CU (G3D, Tiedtke, 
BMJ, KF), 2 MP (WSM3, WMS6), 2 
PBL (YSU, ACM2) and 2 RA (RRTMG, 
RRTM) schemes. To test 32 combina
tions of physics parameterization for 
2.5 years (Jan 2006 – Jun 2008) with 
nested dynamical downscaling, high 
performance computing resources are 
inevitable.

2.5 years for each of the 32 parameter
ization combinations result in 960 sim
ulation months and required 18.5 Mio 
core hours including several repeated 
runs due to model instabilities and in
complete output writing. Using 576 
cores (12 nodes) at SuperMUCNG, 
the average required computing time for the D01D04 
configuration per simulated time step for all runs was 
0.405 s. This required computing time differs especial
ly among different parameterization groups of runs 
using the respective schemes of microphysics, plane
tary boundary layer physics and radiation physics (Fig. 
2). Maximum resources were required by runs using 
WSM6, ACM2 and RRTMG. 

The already reduced (only surface variables) 6hourly 
WRF output for all four domains required in total 25.9 
TB of storage capacity (Table 1). Compression of the 
files allowed a reduction to 5.2 TB. WRF daily diagnos
tics output resulted in 1.1 TB. Monthly restart files for 
continuous model runs over the 2.5 years made up in 
total 8.4 TB. Including more output variables, simula
tions with the RRTMG scheme doubled the needed 
storage relative to RRTM runs.

Compared against gridded observation data by Cli
mate Hazards Group InfraRed Precipitation with Sta
tion data (CHIRPS) for the main three months (JFM) of 
the rainy season in 2007 (Fig. 3), the WRF ensemble 
median (ENS) shows a dominating positive bias. The 
G3D and KF cumulus groups simulate far too much 
precipitation, whereas the Tiedtke and BMJ cumulus 
groups produce less precipitation. Bias patterns of MP 
(WSM3, WSM6), PBL (YSU, ACM2), and RA (RRTMG, 
RRTM) physics groups are similar with too wet central 
regions and too dry northern coasts and southwest 
areas. The largest impact on modeled precipitation is 
therewith found for the cumulus and radiation physics 
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Figure 3: (A) Observed and simulated average 
precipitation in JFM 2007 of CHIRPS and WRF 
ensemble median (ENS) over D04. (B) Bias of 
ENS against CHIRPS. (C) Bias of the 
parameterization groups against CHIRPS. 
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Introduction

The static gravity field of the Earth is one of the key 
parameters for the observation and measurement of a 
number of processes and flows in the dynamic system 
of the living planet Earth. Its knowledge is of 
importance for various scientific disciplines, such as 
geodesy, geophysics and oceanography. For 
geophysics the gravity field gives insight into the 
Earth’s interior, while by defining the physical shape of 
the Earth it provides an important reference surface for 
oceanographic applications, such as the determination 
of sea level rise or modelling of oceanographic 
currents. Moreover, this reference surface is a key 
parameter on the way to a globally unified height 
system.

The scientific goal is to estimate the static gravity field 
as precise and detailed as possible. As the gravity 
field in general is represented by a spheroidal 
harmonic series, the parameters to be estimated in 
gravity field modelling are spheroidal harmonic 
coefficients. There exist various techniques to observe 
the gravity field, which have different advantages and 
complement each other. The observation of the Earth 
gravity field from dedicated satellite missions delivers 
high accurate and globally homogenous gravity field 
information for the long to medium wavelengths of the 
spherical harmonic spectrum (corresponding to spatial 
resolutions down to roughly 100 km). However, due to 
the large distance between the satellite and the 
Earth’s surface, the gravity field signal is damped in 
satellite height. Therefore, short wavelengths of the 
spherical harmonic spectrum (smaller than 100 km) 
cannot be observed from space. To complement the 
satellite information, terrestrial gravity field 
measurements over land and satellite altimeter 
observations over the oceans, which need to be 
converted to gravity field quantities, are used as 
additional data. As these observations are taken at the 
Earth surface (land and ocean) they contain the full 
undamped signal. The scientific challenge is to 
combine the different types of gravity field 
observations in the way that all data types keep their 

specific strengths and are not degraded by the 
combination with other information in specific spherical 
harmonic wavelength regimes. As mentioned, this 
procedure shall result in a set of spheroidal harmonic 
coefficients representing the global Earth gravity field 
up to highest possible resolution. 

Results and Methods

To achieve an optimal combination of the different data 
sources, the method of least squares adjustment 
(LSA) is applied. While LSA is probably the 
numerically least demanding optimization method, the 
complexity of solving such (general) LSA problems 
nevertheless grows with the power of three w.r.t. the 
number of parameters. As the number of parameters 
itself increases quadratically with the spatial density, 
the final (numerical) complexity increases with the 
power of six with regard to the target resolution of the 
gravity field. The applicability of the general LSA 
approach has therefore been effectively limited to a 
spatial resolution of 15’ (about 30km) on SuperMUC 
Phase 2 (creating/solving/inverting matrices of a size 
of about 2TB).

As the goal is to further increase the resolution beyond 
15’, some limitations (such as equally weighted 
observations) have to be introduced to achieve 
sparsity in the normal equation system of the LSA. 
Exploiting this sparsity allows one to raise the spatial 
resolution up to 1’ (about 2km), reaching the practical 
limits of the spheroidal harmonic parametrization. 
Combining the sparse approach for the short 
wavelengths with the general LSA for the longer 
wavelengths leads to the recently published global 
gravity field model XGM2019e (see [1], and Fig. 1). 

To solve the stated problems the GST (Geodetic 
Sparse Toolbox) software suite has been implemented 
with the aim to provide a maximum scalability on 
distributed memory systems as SuperMUC(NG). 
Thus, the software has been written in Fortran (F08) 
using the MPI2 standard as primary communication 
interface and for parallelized I/Ooperations. To 
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The ability to solve large sparse systems that has 
been developed during the processing of XGM2019e 
also opens doors for solving other problems. As an 
example, the problem of inverting geoid heights (in 
terms of a mean sea surfaces) to gravity anomalies is 
now directly solvable up to the available resolution of 
the data (see Fig. 2).

References and Links

[1] Zingerle, P.; Pail, R.; Gruber, T.; Oikonomidou, X., J Geod 94, 
2020. DOI: 10.1007/s00190020013980.

maximize node level performance all calculation 
intense operations are outsourced to appropriate 
numerical libraries (such as PBLAS or SCALAPACK) 
from the Intel MKL collection.

Ongoing Research / Outlook

While on SuperMUC Phase 2 the maximum resolution 
of the general LSA has been limited to about 15’, with 
SuperMUCNG it is now feasible to increase this 
resolution to 5’. Solving such a LSA requires approx. 
200TB+ of system memory and more than 7M core
hours, exhausting the capabilities of SuperMUCNG. 
The computation of such a system is the main 
objective of the recently approved followon project of 
pn98be.
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Figure 1: Gravity anomalies derived from XGM2019 up to d/o 719. Gravity anomalies reflect the deviation of the gravity acceleration from that of a homogeneous 
reference ellipsoid). 1[mGal]=105 [m/s2].

Figure 2: DTU18 MSS on a 1’ grid in the area of the Solomon Sea (left). Gravity anomalies derived from DTU18 MSS (and DTU17 MDT) using a direct global 
spheroidalharmonic analysis approach (right, same region).
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Introduction

In the framework of the ASCETE (Advanced Simula
tion of Coupled Earthquake and Tsunami Events) 
project, the computational seismology group of LMU 
Munich and the high performance computing group of 
TUM jointly used the SuperMUC HPC infrastructures 
for running largescale modeling of earthquake rupture 
dynamics and tsunami propagation and inundation, to 
gain insight into earthquake physics and to better 
understand the fundamental conditions of tsunami 
generation. The project merges a variety of methods 
and topics, of which we highlight selected results and 
impacts in the following sections.

Results and Methods

We link physicsbased models of subduction zone 
geodynamics and seismic cycling, threedimensional 
dynamic earthquake rupture, and tsunami generation, 
propagation, and inundation (Figure 1, [1]). A long term 
subduction zone geodynamics and seismic cycling 
model is used to constrain the initial conditions of 3D 
dynamic earthquake rupture models. These conditions 
include the lithology, stress field, fault geometry, and 
fault strength, which are physically consistent with one 
another due to their development together over many 
slip events in the subduction scenario. 3D dynamic 
rupture simulations are then run and the timedepen
dent seafloor displacements are used to dynamically 
source a potential tsunami. Such linked models allow 
evaluating the effects of certain earthquake character
istics on tsunami behavior. These methods facilitate 
research into the physical relationships between pro
cesses operating across the spatial and temporal time 
scales of longterm deformation, earthquake rupture, 
and tsunami propagation.

In the model pipeline, threedimensional dynamic 
rupture simulations pose an extreme computational 
challenge and require extensive supercomputing 
resources. In order to make these computationally 
feasible, we heavily optimised the software package 
SeisSol during the course of this project. These 
optimizations include a new cache aware wave propa

gation scheme, optimizations of the dynamic rupture 
kernels using code generation, a novel clustered local
timestepping scheme for dynamic rupture and the 
development of asynchronous outputs to overlap I/O 
and compute time. Our largest model of the 2004 
SumatraAndaman earthquake ran on the full 
SuperMUC Phase 2 for 14 h [3]. Our simulation, fea
turing an unstructured tetrahedral mesh of 221 million 
elements and sixthorder accuracy in space and time, 
solves a discretized PDE system of 111 billion degrees 
of freedom. This allows the earthquake dynamics to be 
properly resolved as well as the wavefield up to 2 Hz 
in the surrounding media.

In followup studies of the 2004 SumatraAndaman 
earthquake, we focused on the controlling mecha
nisms of the event kinematics and dynamics, using 
new dynamic rupture scenarios and tsunami simula
tions. Our new scenarios suggest that alongdepth 
variation of trench sediments, including offfault plastic 
yielding [4], as well as alongarc variations of regional 
stresses and tectonic convergence rates are the 
dominant factors controlling the event’s dynamics and 
kinematics. Depending on the intensity of the plastic 
wedge failure (Figure 2), the earthquake may have 
produced a narrow band of shallow and large slip. This 
would have translated into localized high ground dis
placement, invisible to teleseismic and nearfield 
geodetic measurements, but able to modulate locally 
the tsunami.

We applied combined earthquaketsunami modeling to 
the MW 7.5 Palu earthquake, which occurred on 
September 28th, 2018, ruptured a 180 km long section 
of the PaluKoro strikeslip fault system, in Sulawesi, 
Indonesia. The earthquake ruptured predominantly 
southward and beneath Palu Bay, a narrow inlet with a 
length of 30 km, until it stopped after a total rupture 
time of 30–40 s. The Palu earthquake triggered a local 
but powerful tsunami that devastated the coastal area 
of the Palu Bay quickly after the earthquake, 
characterized locally by inundation depths of over 6 m 
and runup heights of over 9 m. Devastating tsunamis 
associated with submarine strikeslip earth quakes are 
rare. In fact, their associated ground displacements, 
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predominantly horizontal, not vertical, do not favor 
tsunami genesis.

Using combined earthquake and tsunami models of 
the 2018 Sulawesi event (Figure 3), we were able to 
identify the drivers of the deadly tsunami in Palu last 
year. The key finding is that mean vertical offset 
beneath Palu Bay of 1.5 m is directly caused by the 
earthquake, generating a tsunami that matches field 
observations without any contribution from landsliding. 
These findings may lead to rethinking tsunami hazard 
in other regions worldwide, where similar fault systems 
cross beneath narrow Gulfs, such as the elongated 
Bodega and Tomales bays in northern California, USA, 
which host major segments of the San Andreas fault 
system.

Ongoing Research / Outlook

There remain unresolved questions in the (unidirec
tional) coupling of physical models used in ASCETE. 
E.g., how does one filter out fast waves travelling 

along the ocean bottom which cannot be represented 
by the tsunami model? Or how shall sharp gradients in 
the bathymetry be handled? In order to answer such 
questions, we plan to implement fully coupled earth
quaketsunami models in which the ocean is modeled 
as an acoustic layer with a gravitational boundary 
condition on top of the solid domain of an earthquake.
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Figure 2: Offfault plastic strain accumulated for a weak (a) and a stronger (b) 
wedge. A weak wedge results in less slip to the trench, but enhance uplift at 
an intermediate distance of the trench.

Figure 3: Dynamic rupture multiphysics scenario of the 2018 MW 7.5 Palu 
earthquake and tsunami. Top: Snapshot of the wavefield (absolute particle 
velocity in m/s) across the fault network and of the fault slip rate after 15 sec
onds of simulation time. A shear Mach front, caused by the supershear rup
ture, is clearly visible. Right: Snapshots of the tsunami scenario at 600 s show
ing the dynamic mesh adaptivity of the model (from [2]).

Figure 1: Illustration of the coupling framework between a 2d geodynamic 
software, a 3D dynamic rupture model and a Tsunami code [1].
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Introduction

Hyperbolic conservation laws model a wide range of 
phenomena and processes in science and 
engineering – from various areas of fluid dynamics via 
seismic wave propagation in earthquake simulation to 
extreme objects in astrophysics, such as neutron stars 
or black holes. The ExaHyPE engine [2] has been 
developed to solve an as big as possible class of 
hyperbolic systems of partial differential equations 
(PDEs) using highorder discontinuous Galerkin (DG) 
discretisation with ADER (Arbitrary high order 
DERivative) time stepping and aposteriori subcell 
finite volume limiting on treestructured Cartesian 
meshes. ExaHyPE thus relies on a welldefined 
numerical model and mesh refinement strategy, but 
strives for utmost flexibility regarding the tackled 
hyperbolic model.

The ExaHyPE SuperMUCNG project accompanied a 
Horizon 2020 project [1] to develop the ExaHyPE 
engine [2], together with a suite of example models [3] 
and two large demonstrator applications from 
earthquake simulation and from relativistic 
astrophysics (see, e.g., [4,5]).

The ExaHyPE Engine

Users of the ExaHyPE engine need to specify details 
(number of quantities, discretisation order, etc) of their 
desired hyperbolic PDE system and model setup via a 
specification file. From this, the ExaHyPE Toolkit 
creates applicationspecific template classes, glue 
code and core routines, which are tailored to the 
application and target architecture. Application 
developers then implement PDEspecific functionality 
(flux functions, initial and boundary conditions, e.g.) 
within this generated code frame. ExaHyPE builds on 
Peano (www.peanoframework.org) as framework for 
adaptive mesh refinement, which provides shared 
and distributedmemory parallelism via Intel Threading 
Building Blocks and MPI, respectively. Figure 1 
illustrates the components of the ExaHyPE engine.

Earthquake Simulation

One of ExaHyPE’s main target applications is the 
simulation of earthquakes and other scenarios 
governed by seismic wave propagation. In particular, 
we study the scattering of seismic surface waves in 
regions with complex topography properties, which is 
especially challenging for steep valleys or summits – 
an example is shown in Figure 2. To capture 
respective effects with high accuracy it is important to 
represent the topography as detailed as possible. This 
is often addressed by geometry and featurefollowing 
meshes, for which the generation is often tedious and 
requires user intervention.

To avoid such mesh generation issues, we developed 
two methods that avoid or completely automate this 
problem. The first is a Diffused Interface Method, 
which represents complicated geometry via a color 
function [5], the second is a curvilinearmesh method 

Figure 1: Schematic view of the ExaHyPE software architecture and components.
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for which we exploit known properties of a simulated 
region to generate the mesh insitu at initialization 
time. Both methods allow fully automatic geometry 
approximation, which makes them particularly 
attractive for Uncertainty Quantification or urgent 
seismic computing scenarios, where multiple 
simulation runs with a fast and automatic setup are 
required.

Relativistic Astrophysics

In astrophysics, the target application was to simulate 
the collapse of a binary system of two neutron stars. 
Such a merger will possibly create a black hole and a 
strong signal of gravitational waves. These scenarios 
are substantially more complex than the collapse of 
two black holes, which was the source of the 2016’s 
first experimental observation of gravitational waves. 
Predicting the exact signal of such events via 
simulations is substantial to experimentally identify 
and interpret observed blackhole and neutronstar 
events.

In the project we developed highorder ADERDG 
methods for various PDE models that approximate the 
problems described above with increasing model 
complexity. In addition to excellent properties w.r.t. 
parallel scalability, DG methods promise high order of 
accuracy for smooth solutions and, in general, 
solutions that are less dissipative and dispersive than 
more widely used methods such as finite volumes. 
However, the development of highorder DG methods 
for models that contain the full complexity of relativistic 
astrophysics also pose numerical challenges that have 
not been solved yet.

To solve respective models in the ExaHyPE engine, 
the system of PDEs must be recast into hyperbolic, 
firstorder form. Deriving this firstorder form of the 
equation (FOCCZ4) was nontrivial and one of the 
early outcomes of the project. Using SuperMUCNG 
we have run a sequence of models and scenarios of 
increasing complexity. We initially achieved the 
numerically stable evolution of isolated compact 
astrophysical objects, such as a single black hole with 

the FOCCZ4 PDE and a single neutron star (TOV 
solution) with the GR(M)HD PDE, both solved for the 
first time with the novel ADERDG scheme 
implemented in ExaHyPE [4].

Ongoing Research / Outlook

The ExaHyPE engine and the models based on 
ExaHyPE are further developed in various projects, 
such as the Horizon 2020 projects ChEESE (centre of 
excellence for exascale computing related to solid 
earth, www.cheesecoe.eu) and ENERXICO (energy 
and supercomputing for Mexico, www.enerxico
project.eu), the project TEAR granted to PI Alice 
Gabriel as an ERC Starting Grant (www.tearerc.eu) or 
the UKfunded project ExaClaw (PI Tobias Weinzierl). 
For CHEESE, in particular, we develop a pilot 
demonstrator for a future urgent computing service to 
assess potential hazards quickly after a detected 
earthquake, which is also the topic of a followup 
SuperMUCNG project.
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Figure 2: Curvilinear mesh approximating the alpine region around Zugspitze 
– seismic waves emerging from a kinematic point source.

Figure 3: Numerical simulation of a stable neutron star in antiCowling 
approximation at time t = 1,000 using the new hyperbolic GLM curl cleaning 
approach [4]. Contour surfaces of the conformal factor φ.
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The rapid urbanization poses fundamental challenges 
to our societies across the globe. New phenomena of 
urbanization, such as megaregions and informal 
settlements, have raced too far ahead of our current 
understanding of urbanization, which is mostly based 
on the United Nation’s population figure. Therefore, 
the scientific question of the project 4D City (pr45ne) 
and So2Sat (pr53ya) [1] is: how does the global urban 
geographic figures, including geometry, thematic, pop
ulation density, evolve over time, and in what detail 
can we observe and measure them?

Our scientific objectives are: for the first time systema
tically fuse the remote sensing data, and the massive 
data available from GIS and social media, to map 3D 
urban infrastructures and their evolution over time, i.e. 
4D, in high resolution and on a global scale. 

The outcome will create a first and unique global and 
consistent 3D/4D spatial data set on the urban 
morphology of settlements, and a multidisciplinary 
application derivate assessing population density. This 
is seen as a giant leap for urban geography research 
as well as for formation of opinions for stakeholders 
based on resilient data.

Results and Methods

We use a combination of traditional signal processing 
methods and deep learning to reconstruction our 3D/
4D city models. We have developed the world’s first 
algorithm to reconstruct urban 3D models from a very 
small TanDEMX radar image stack. This is a task that 
usually requires at least 20 images. We employed 
modern signal processing techniques, including non
local means filtering, as well as compressive sensing 
(CS) [2], to accomplish this challenging task by using 
just 5 TanDEMX interferograms. Figure 1 shows the 
point cloud of the Munich central station reconstructed 
by our algorithm. Based on the result in Figure 1, we 
employed the 2D building footprint from 
OpenStreetMap (OSM) to reconstruct a levelofdetail 
1 (LOD1) building model of Munich. The result is 
shown in Figure 2. Although most European cities are 

well modeled, a LOD1 urban model on a global scale 
will be a great leap from the state of the art. Therefore, 
this is a demonstration of one of the outcomes of the 
So2Sat project, i.e. a global LOD1 urban model. So 
far, we have collected most of the TanDEMX images 
to cover the global urban area. However, the OSM 
footprint is not globally available. In fact, it is estimated 
that only 10% of the buildings in the world are covered 
by OSM. Therefore, we need to retrieve the building 
footprint from high resolution optical images. This 
requires the development of a new algorithm. 
Automatic building extraction from optical imagery re
mains a challenge due to, for example, the complexity 
of building shapes. Often, the footprint extraction from 
optical images is tackled by deep learing. The existing 
algorithms often lose resolution due to the convolution
al operation in the neural network. To overcome these 
issues, we have proposed a novel framework, “gated 
graph convolutional networks (GGCN) with deep struc
tured feature embeddings (DSFE)” [3,4]. Without going 
into the details of the proposed algorithm, we show the 
predicted building footprint of Munich using our algo
rithm in Figure 3, which outperforms the state of the 
art. This algorithm and the abovementioned 3D recon
struction algorithm form the backbone of our global 3D/
4D urban modeling pipeline.

Apart from the 3D reconstruction, we also apply deep 
learningbased settlement type classification on the 
TanDEMX data. Currently, we employed the so called 
local climate zones (LCZs) classification scheme. This 
scheme classifies the global urban area according to 
their morphology, i.e. the building density, height, and 
imperviousness. The LCZ map of Munich classified 
from TanDEMX is shown in Figure 4. The colors red, 
brown, and gray represent different density of the 
buildings, with red being the densest. We can clearly 
see that the building density decreases from the 
center to the outskirts of Munich. We will make this 
type of map available for every single city in the world.

One challenge is that typical deep learning processing 
is based on GPUs. However, SuperMUCNG is fully 
based on CPUs. Therefore, we have also 
implemented our deep learning inferencing codes for 
CPU, and optimized according to the architecture of 
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SuperMUCNG thin nodes. We noticed that employing 
OpenMPbased multiprocessing for our problem is 
more than 10 times slower than on a NVIDIA V100 
GPU. Therefore, a new parallelization strategy was 
developed in our project. We partitioned each image 
and manually fixed the affinity of the processes of 
each partition and individual CPUs. By doing so, we 
were able to improve the performance by a factor of 5, 
reaching nearly linear scaling.

In summary, about 20 million core hours were con
sumed in the two projects. The preprocessing of the 
images, and the code of our 3D reconstruction algo
rithm were written in C++ and MPI, which scale well up 
to 1,000–2,000 cores. In the processing step, we 
typically use 512, 1,024 or 2,048 cores (depending on 

the availabe number of nodes). The deep learning 
codes are all implemented in Python. We use 
SuperMUCNG only for inferencing the trained model. 
So far, we have processed over 20,000 TanDEMX 
images, occupying over 1 Petabytes of storage in 
WORK.

Ongoing Research / Outlook

SuperMUCNG is vital for the success of our projects, 
because the sheer data volume and the processing 
hours required by our projects can only be accommo
dated in SuperMUCNG. Our projects currently take 
more than 1 Petabytes of storage in SuperMUCNG, 
for which we are grateful. This biggest challenge in our 
project is also its big data nature. Apart from finising 
processing the global 3D city models and settlement 
type maps, we will also focus on big Earth observation 
data management in the future.

References and Links

[1] https://www.so2sat.eu
[2] Y. Shi, X. X. Zhu, W. Yin, and R. Bamler, IEEE Trans. Geosci. 

Remote Sens., 56(10), 6148–6158, 2018.
[3] Y. Shi, Q. Li, and X. X. Zhu, IEEE Geosci. Remote Sens. Lett., 

16(4), 603–607, 2019.
[4] Y. Shi, Q. Li, and X. X. Zhu, ISPRS J. Photogramm. Remote 

Sens., 159,  184–197, 2020.

193

So2Sat – 1016 Bytes from Social Media to Earth Observation Satellites

Figure 3: The building footprint of Munich, Germany, predicted from PlanetScope low cost satellite images.

Figure 4: Local climate zones classification of Munich using TanDEMX image.

Figure 2: LOD1 city model reconstructed from the point cloud shown in Figure 1. 
Color from blue to white indicates height from low to high.

Figure 1: Point cloud of the central station of Munich, reconstructed from five 
TanDEMX image only, a task usually requires more 20. The color represents 
the height.
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In the era of global warming, mountain and cost areas 
are particularly affected by extreme, weatherdriven 
natural events. Flash floods and storms are 
notoriously difficult to simulate and predict in these 
areas with complex orography. However, reliable 
predictions are absolutely necessary for mitigating 
disaster risks, e.g. by activating civil protection 
mechanisms and warning the population.

SCENE (SuperComputing of Extreme Natural Events) 
thus aims at testing and improving the forecast skills of 
stateoftheart Numerical Weather Prediction (NWP) 
models for such areas. As a setting, it focuses on the 
Mediterranean region. Scientifically, SCENE is largely 
driven by CIMA Foundation (Savona, I). CIMA has a 
broad background in hydrometeorological disaster 
prediction and prevention, in collaboration with entities 
of the Italian administration and Civil Protection. Thus, 
the results, obtained in synergy with the 
supercomputing expertise from LMU/LRZ, are 
immediately useful for the general public. Data sets 
and results from SCENE are already in use by the 
Ligurian Environmental Agency (ARPAL).

The work of this project focuses on two geographical 
areas and respective extreme events:

Area (A) is Liguria (in northwestern Italy), where three 
extreme hydrometeorological events took place in 

2011 and 2014. The first event occurred on 25 Oct. 
2011 with a flashflood phenomenon in Cinque Terre, 
causing the death of 13 people and several millions of 
euros of damages. Ten days later, Genoa’s city centre 
was affected, with a large amount of damages and the 
death of six people. After three years (9 Oct. 2014), a 
third flash flood struck the very same part of Genoa 
(Figure 1). Our aim is to accurately understand and 
predict such events with kmscale cloud resolving 
NWP models, based on a wellestablished community 
code (Weather Research and Forecasting – WRF [1]). 
Very precise NWP in a orographically extremely 
complex environment is however – as of now – 
impossible with “best of breed” simulation techniques 
alone. Therefore, adequate data from weather stations 
and satellites are conventionally “assimilated” in the 
models, compensating for inaccuracies and keeping 
the simulation close to the real situation (as far as it is 
known). For Liguria, we set up WRF models 
assimilating Radar Reflectivity CAPPI and Weather
Station data. Models with different assimilation 
methods are set up and compared to reality and to 
one another.

Area (B) is situated more southwards, where we focus 
on more recent events in Livorno (Tuscany, Italy) 910 
Sept. 2017, and Silvi Marina (Abruzzo, Italy) 1415 
Nov. 2017. For these, highquality Sentinel satellite 
data (from the Copernicus programme of the 
European Space Agency, ESA) are available. Thus, 
we compare models assimilating different Sentinel 
products (e.g. land/sea surface temperature, soil 
moisture, wind over ocean).

Results and Methods

Area (A) – Liguria
In this part of the project, various simulations of the 
events of 9 Oct. 2014 are compared to one another 
and to reality. The simulations assimilate different sets 
of external measurements with different methods.

Our basic WRF model is based on previous setups 
for simulating Vshaped backbuilding mesoscale 
convective systems in Liguria [2]. Two nested domains 
with resolutions of 5 and 1 km have been used 
(179x200 and 475x475 grid points, respectively). The 

Figure 1: Streets of Genoa turned into rivers  Flash Flood October 2014 (frame 
from "ALLUVIONE A GENOVA  LE STRADE DIVENTANO FIUMI", Paolo 
Provenzale / THE STORM, Youtube – License: CCBY 3.0).
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number of vertical levels has been set to 50, with 
higher density in the lower km of the atmosphere. All 
our grid spacings allow for the explicit treatment of 
many convective processes.

In the data analysis, we compare in particular the 
quantitative precipitation forecast (QPF) of models 
with the Quantitative Precipitation Estimation (QPE) 
yielded from radar (some examples: Figure 2). An 
objective assessment of the results of NWP models is 
not trivial:  modelling errors in the flow not only result 
in weaker or stronger features (e.g. rainfall regions). 
They also cause features to be spatially shifted and/or 
distorted. The Method for ObjectBased Evaluation 
(MODE, [3]) aims at quantifying practically relevant 
characteristics and inaccuracies. On this basis, 
models can be selected which are, e.g., forecasting 
rain features such that floods are correctly predicted in 
the worstaffected zones (Figure 2, Radarindirectrqv 
model). Our best models show a significantly improved 
rain/flood forecasting capability [4] compared to our 
and others’ previous attempts.

Area (B) – Central Italy
In this ongoing part of our project, satellite data of the 
prestigious Copernicus programme are assimilated in 
order to improve rainfall predictions. Also here, it is 
unclear a priori which data products (e.g. Land 
Surface Temperature, Figure 3) from the deluge of 
available Sentinel data improve extreme weather 
forecasts the most. An assimilation of Zenith Total 
Delays of navigation satellites seems to improve the 
predicted rainfall phenomena as well. At the moment, 
we are applying the MODE method to different 
simulations of the Livorno events (910 Sept. 2017) to 
delve further into all this.

Resource Usage
The ongoing project has utilized about one million core 
hours for first case studies in each area, and more 
than 10 million for modelling the affected regions over 
a longer time. These efforts allow for statistically 
assessing the accuracy of the simulations. All 
simulations in the ensemble use moderate numbers of 
CPU cores (e.g., ~2,500) and take some hours. The 
datasets produced in 510,000 corehours with such a 
simulation have typical sizes of 100GB. Several 
100TBs we have thus produced are archived on the 
SuperMUC tape archive.

Ongoing Research / Outlook

The project will be concluded in 2020 by further 
evaluation of the results, and updates/publications to 
our optimum simulation strategies for extreme weather 
events. As a next project, we plan to assess risk
prediction capabilities using data over the past 30 
years. We will produce largescale WRF simulations 
and compare, e.g., hydrological outcomes with 
observations. This unique time series of models can 
also be used to better understand and predict extreme 
natural phenomena as they develop with climate 
change. In the scope of the LEXIS project (www.lexis
project.eu, H2020 GA 825532; lead IT4I/CZ, with 
CIMA & LRZ participation), our simulations are 
coupled with further application models (e.g., 
agricultural yield and forestfire prediction).

Looking back to SuperMUC as an ideal environment 
for WRF, we hope for a similar success with 
SuperMUCNG.
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Figure 2: Accurate prediction of the Genoa 2014 flash floods (cf. Fig. 1) crucially depends on data assimilation. The panels compare observed rainfall (Settepani
radar quantitative estimate, left) to WRF model predictions (mid/right). Precipitation is colour coded (whitegreenyellowred: 0200mm; lightdark pink: 200
500mm); numbers on the axes are latitude/longitude in °(N/E). A model without data assimilation predicts only moderate rainfall (mid panel). With optimised 
assimilation (method Radarindirectrqv, right panel), we predict shape and intensity of the heaviest rainfalls much better (with weakerrainfall areas smeared out 
as a small downside), and actually also total precipitation.

Figure 3: Sentinel 3 Land Surface Temperature data from 9 Sep. 2017 
(10UTC), as assimilated for our area B.
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Introduction

The Computational Seismology group at LMU Munich 
uses SuperMUC HPC infrastructure in a variety of 
international research projects in computational wave 
propagation and earthquake rupture covering 3D 
forward and inverse problems across spatial and 
temporal scales. Stateoftheart modeling software 
based on a variety of numerical methods including 
highorder accurate Finite Difference (FD), Spectral 
Element (SE) and Discontinuous Galerkin (DG) 
methods were used to advance our understanding of 
earthquake physics and pave new ways for 
observational seismology. The project’s research at 
SuperMUCNG was awarded with the 2020 PRACE 
Ada Lovelace Award for HPC [5], a 2019 ERC Starting 
Grant Award [6], the SC’18 Selected Paper for Student 
Cluster Competition Reproducibility Challenge and top 
altmetric scores of publications in Journal of 
Geophysical Research: Solid Earth and Geophysical 
Journal International.

Results and Methods

Using SeisSol, a highly accurate and efficient open
source software for earthquake simulations 
(www.seissol.org), we develop a dynamic rupture 
model of the 2016 Mw 7.8 Kaikōura (New Zealand) 
earthquake, considered the most complex earthquake 
rupture observed to date. The unprecedented 
geometric complexity of this earthquake challenges 
standard datadriven approaches. In [2], we present a 
model which allows unravelling some of the event’s 
riddles in a physicsbased manner and provides 
insight on the mechanical viability of competing 
hypotheses proposed to explain them. In particular, 
the model allows constraining puzzling features 
inferred from highquality observations including a 
large gap separating surface rupture traces, the 
possibility of significant slip on the subduction 
interface, the nonrupture of the Hope fault, and slow 
apparent rupture speed.

High frequency seismic shaking is particularly 
hazardous and can be generated from earthquake 
source complexity, such as rupture front acceleration 
in areas of great stress and geometrical variations. We 
investigate such effects using ensemble simulations of 
dynamic rupture on fractal rough faults in random 
heterogeneous media with WaveQLab3D, a high
orderaccurate finite difference solver. By studying the 
simulated rupture on two rough faults embedded in 
heterogeneous media with increasing level of material 
heterogeneity, we show that enhanced material 
heterogeneity leads to higher coda amplitude across 
the domain (see Fig. 2), lowered average peak ground 
motions, but also increased onfault peak ground 
acceleration (PGA) and offfault peak ground velocity 
(PGV).

Seismic noise is used to image Earth’s interior and 
monitor changes in the subsurface, sometimes 
associated with natural hazards. A solid understanding 
of the composition of the ambient wave field is 
required to interpret inferences from seismic noise 
data. The ambient seismic noise wavefield in the 
secondary microseism is mainly composed of 
Rayleigh and Love waves. While the presence and 
amount of Rayleigh waves is well understood, the 
generation of Love waves is still under debate. We 
investigate multiple scattering of surface waves as a 
possible mechanism that could be responsible for the 
generation of Love waves in the secondary 
microseism. We find that the fluctuation strength and 
correlation length have a major influence on the Love 
to Rayleigh ratio [4].

We develop new nonlinear mathematical models for 
the description of complex topography on uniform and 
adaptive Cartesian meshes. A novel diffuse interface 
formulation of the linear elastic wave equations 
describes geometries merely by a scalar volume 
fraction function [1]. With this approach, it is possible 
to model shapes of arbitrary complexity and 
completely without the need of generating anybody
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fitted computational mesh. The diffuse interface 
approach has been used to model the diffracting effect 
of topography on seismic waves (see Fig. 3).

New nonlinear, thermodynamically consistent 
mathematical models for large strain elastoplasticity 
with material failure have also been developed by the 
same research group. The GodunovPeshkov
Romenski (GPR) model of nonlinear hyperelasticity 
has been extended to material damage and combined 
with the previously developed diffuse interface 
approach for complex geometries. Fig. 4 illustrates an 
application of the developed mathematical models: the 
modeling of cracks in a predamages rocklike disc.

Ongoing Research / Outlook

Earthquakes, secondary hazards such as tsunamis 
[2], and seismic wave propagation are multiphysics 
and multiscale processes. In this project we 
developed and applied novel numerical and 
computational approaches advancing our 
understanding of earthquake physics and complex 
seismic wave propagation. In the future, we will be 
using supercomputing empowered physicsbased 
numerical forward and inverse modeling to account for 
the nonlinear coupling of source, path and site effects 
in complementing datadriven natural hazard 
assessment and sharpen our images of Earth’s 
interior.
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Figure 2: 3D dynamic rupture simulations on a fractally rough fault in random 
heterogeneous media. Rupture front contours of simulated earthquake 
rupture on the same rough fault with varying amount of material 
heterogeneity (heterogeneity standard deviations varying from 0–10% by 
steps of 2.5%).

Figure 3: Wave propagation in a complex 3D geometry calculated using 
ExaHyPE and a diffuse interface approach.

Figure 4: Crack generation in a predamaged rocklike disc. Stress contour 
colors and rupture field compared against experimental observation.

Figure 1: Dynamic rupture multiphysics scenario of the 2016 Mw 7.8 
Kaikōura earthquake.  Cut view of the mesh and snapshot of the wavefield 
(absolute particle velocity in m/s) across the fault network after 44 seconds 
simulation time.
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Introduction

Variable resolution meshes are employed in simulation 
of the African Monsoon with the Model for Prediction 
Across Scales (MPAS). Computational and technical 
issues of the CPU demanding climate simulations are 
one aspect of the project.  Another is the practical 
application of the obtained results. Here the focus was 
moved to an important environmental question of 
great concern. This is the potential impact of the 
planned panAfrican Great Green Wall (GGW) for the 
Sahara and Sahel on the regional and continental 
climate. The GGW initiative aims at regreening of the 
area receiving 100 mm – 400 mm precipitation per 
year through afforestation and natural regeneration. 
The planned wall is at least 15 km wide (Fig. 1). Sev
eral countries, however, plan reforestations of much 
wider areas. In total, 30 woody and 22 herbaceous 
plants are proposed to cultivate in GGW resilient to 
arid and semiarid climatic conditions [1]. These 
species have been selected taking into concern socio
economic values to the population and important 
ecological functions.

Results and Methods

Multiple runs of the Model for Prediction Across Scales 
(MPAS) version 7.0 [2,3] with variable meshes ranging 
from 60 km, 60–10 km to  60–3 km were performed. 
The 60 km mesh allows for a computationally effective 
system setup and test. The substantially more CPU
demanding variable meshes with 10 km, respectively 3 
km resolution are indented to give a detailed view over 
the entire GGW area and selected regions. The high
est 3 km resolution applies to a comparatively small 
area of few degrees of longitude and the transition to 
the 60 km global mesh occurs here much faster than 
in the 60–10 km mesh.

In all simulations, two boundary condition are applied. 
The first one is the sea surface temperature (SST) of 
the years 2014–2016 as in the ERAInterim data. The 
second one is the land use data. Here, one experi
ment is run with MODIS derived data as in the MPAS 
standard configuration and another with changed land 

use along the planed GGW. From the difference be
tween the two experiments potential influence of the 
GGW on the regional climate can be derived. 

Main change to the applied code (preprocessing, 
model, postprocessing) was a routine which allows to 
change the land cover applied in the MPAS model run 
within the area of the GAW. Here, parts of the area 
covered by grassland were changed to woody 
savannas (Figure 2). 

In order to account for the internal model variability an 
ensemble of several simulations is required. Thus, the 
simulations were initialized with ERAInterim data on 
consecutive five days starting at December 10th and 
run over the entire following year. Further investiga
tions will reveal if the size of the ensemble members is 
sufficient. 

Obtained results reveals differences in the two mesh 
resolutions in the 2m temperature illustrating much 
more details in the highest resolution area and the 
faster transition to the coarser resolution. Similar 
applies to precipitation. This results from the ability of 
MPAS to switch from parametrized convection in 
coarse resolution mesh to convection permitting mode 
in meshes below 4km resolution.

Figure 3 exemplarily shows results obtained with the 
MPAS runs at 60 km resolution covering the entire 
globe for temperature and precipitation in the area of 
the planed GGW. The simulations apply 55 vertical 
levels and 4 soil levels and the SST of the period is 
from 10.12.2014 to 01.01.2016. 

They reveal a clear sensitivity of the applied model 
system to changes in the land use and their impact on 
key climatological variables. Changes in mean sum
mer temperature due to the GGW may reach 1 ºC and 
changes in the mean summer precipitation may reach 
more than 100 mm which is in some areas roughly 
25% of the total precipitation. While the Sahel be
comes wetter with some drier areas in Mali and 
Burkina Faso, the eastern part close to the Red Sea is 
experiencing are precipitation reduction.

Variable resolution meshes in climate research 
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Ongoing Research / Outlook

The MPAS model simulates a possible weather that 
fits to the prescribed sea surface temperature. The 
number of repetitions runs with different initialization 
times is at current stage 5. This may be not sufficient 
to derive all possible weather conditions as small 
changes in the initial conditions lead after some time 
to very different weather conditions. Therefore, the 
number of repetition runs will be increased to 25. It will 
allow to evaluate the performance of the applied 
model system in comparison to the observed tempera
ture and precipitation and addition consider important 
extreme weather events.  

Extended model runs and investigations will also ad
dress the quantification of the GGW land use change 
impact, especially in context of the internal model 
variability. Further work includes the adaptation of the 
land use data to higher mesh resolutions and evalua
tion of model runs employing the convection permitting 
mode. 

References and Links

[1] Ba, A. T., 2010. Grande muraille verte: choix des especes 
vegetales. In: Dia, a., Duponnois, R. (Eds.), Le projet majeur 
africain de la Grande Muraille Verte. IRD, Institut de Recherche 
pour le D ́eveloppent, pp. 31–38. 

[2] Heinzeller, D., Duda, M. G., Kunstmann, H., Geosci. Model Dev., 
9, 77–110 (2016). 

[3] Skamarock, W. C., Klemp, J. B., Duda, M. G., Fowler, L. D., Park, 
S., Ringler, D. T., Mon. Wea. Rev. 140, 3090 – 3105 (2012).

199

Variable resolution meshes in climate research with the Model for Prediction Across Scales

Figure 2: Changed land use applied in the MPAS runs.

Figure 3: Simulated summer (JJA) mean temperature and precipitation. STD 
– Standard MPAS simulation. LUSE8 simulation with changed land use and 
LUSE8STD difference between der obtained mean values.

Figure 1: Great African Green Wall.
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Introduction

The objective of this project is to improve our 
understanding of the Earth’s atmospheric composition 
and climate by means of numerical modeling. The 
Earth system is driven by several dynamical, chemical 
and physical processes, which determine its composi
tion and evolution and affect the global climate. The 
numerical representation of such processes consti
tutes an Earth System Model (ESM). ESMs require 
considerable computational resources, in order to real
istically simulate the different components of the 
system and their interactions. Moreover, substantial 
storage capacities are essential to store and analyze 
the terabytesized output produced by the simulations. 
In addition to the scientific interest, the growing 
societal concern for topics like the global climate 
change, the ozone hole and the increasing air pollu
tion in metropolitan areas is further motivating the 
need for a deep understanding of these processes. 
The focus of this project is therefore twofold, (i) we aim 
at a better understanding and representation of the 
Earth atmosphere in our numerical model and (ii) we 
apply our model to quantify the impacts of human 
activities on the atmospheric composition and climate.

We use a highly flexible numerical system, the 
ECHAM/MESSy Atmospheric Chemistry (EMAC) 
model (https://www.messyinterface.org), which makes 
it possible to use the same code for tackling numerous 
scientific topics. The model can be easily configured to 
set the horizontal and vertical resolutions, the level of 
interaction between dynamics, chemistry, physics and 
radiation, the complexity of the chemical kinetics, as 
well as the parameters that describe the physical 
processes within the system. The use and application 
of the same code also facilitates development and 
documentation, as well as synergies among the 
users. 

Results and Methods

Evaluation of the Lagrangian Tracer Transport Model 
ATTILA
The Lagrangian (LG) model ATTILA (Atmospheric 
Tracer Transport In a LAgrangian model) was 
extended with a  LG convection scheme and a diabat
ic calculation of the vertical velocity. To evaluate this 
new LG model we performed two global hindcast 
simulations with EMAC (gridpoint model, GP) over the 
period 1950–2013 including the LG model ATTILA and 
the newly developed parameterizations. The LG 
scheme was evaluated with respect to the transport 
characteristics in the stratosphere using an ageofair 
tracer. The transport in the stratosphere was clearly 
improved when using a diabatic vertical velocity for 
tracer transport. For the troposphere we used the 
shortlived tracer Radon (222Rn) to evaluate the 
vertical transport of the LG scheme. Figure 1 shows 
an intercomparison of the mean 222Rn distribution in 
the surface layer at different stations worldwide as 
simulated with the EMAC model (GP) and from the 
two LG simulations with either the kinematic or the 
diabatic vertical velocity, against available observa
tions.  Depending on the geographical location, the 
model results are more or less in agreement with the 
observations. These results and the description of the 
newly developed and modified physical routines, as 
well as the new diagnostic and infrastructure sub
models are published in [1].

Impact of transport emissions on air quality in Europe
The land transport sector is an important emission 
source of carbon dioxide, nitrogen oxides, carbon 
monoxide and volatile organic compounds. The latter 
three compounds are precursors for the formation of 
tropospheric ozone. An increase of tropospheric ozone 
reduces air quality and leads to a positive radiative 
forcing, hence contributing to warming the climate. To 
quantify the impacts of land transport emissions on air 
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quality in Europe, we applied the globalregional 
model system MECO(n), which combines the global 
model EMAC with the regional model COSMO/
MESSy. 

For this project we used a MECO(2) setup, i.e. 
MECO(n) with 2 refinements, over Europe (with 50 km 
resolution) and over Germany (with 12 km resolution). 
Using this configuration, we performed two threeyear 
simulations with two different anthropogenic emission 
inventories and five oneyear simulations with 
systematic variations of anthropogenic and natural 
emission strengths within the range of uncertainties.

The results of the model simulations set the basis for 
two publications. The first investigated the impact of 
the model resolution on the results of ozone source 
apportionment studies [3]. This work showed that the 
resolution of the global model is sufficient to diagnose 
contributions of land transport emissions to ozone on 
the continental scale. On the regional scale, however, 
the coarse resolution is not sufficient and therefore 
regional models are needed for detailed regional 
assessments. The second study investigates the 
contribution of land transport emissions to ozone and 
ozone precursors in Europe [4]. The results showed 
that land transport emissions contribute up to 70% to 
ground level reactive nitrogen levels in Europe. In 
addition, contributions of land transport emissions to 
ozone of up to 16% were diagnosed. These levels 
were found in the Po Valley (see Fig. 2), where large 
emissions and favorable conditions for ozone 
production coexist.

Ongoing Research / Outlook

Due to its domain cloning approach, the Lagrangian 
model ATTILA, in particular the convection scheme, is 
highly demanding with respect to communication 
between the parallel tasks (MPI). Thus, the scaling on 
modern HPC architectures is very limited. Since we 
are in a transition phase replacing the spectral model 
ECHAM5 by the new gridpoint model ICON, which 

requires the adaption of large parts of the code, a new 
Lagrangian model (with a handshaking approach) is 
currently under development. This will enable us to 
perform Lagrangian simulations on various spatial 
scales (LES to global).

The models involving atmospheric chemistry, EMAC 
and MECO(n), are very demanding with respect to I/O 
bandwidth and storage requirements, since a large 
number of prognostic variables need to be output.  
Limited storage and the currently applied serial I/O 
(netCDF) limit our largescale simulations. Therefore 
we are working on parallel and asynchronous I/O as 
well as on methods for data compression and/or 
reduction. With a better scaling behavior and improved 
I/O, we can further our research and reduce uncertain
ties, e.g. by applying finer resolved grids, including 
more detailed process descriptions, and by performing 
ensemble simulations.

Further improvements to the MECO(n) models are 
required for detailed evaluation with aircraft observa
tions. In the current version, the results in the finer 
resolved regional model are relaxed to the results of 
the global model up to 11 km, but some aircraft 
observations take place at higher altitudes. A new 
setup based on [5] has been developed which extends 
the upper boundary to 28 km. A longterm simulation 
(30 years) with this new configuration is currently 
being evaluated and further simulations are planned to 
include atmospheric chemistry and to cover the 
periods of measurement campaigns.
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Figure 2: Relative contribution (in %) of land transport emissions to ground
level ozone in the summer months averaged over the 2007–2010 period. 
Reproduced from [4].

Figure 1: Monthly mean 222Rn (mBq m3 STP/surface concentrations): GP and 
LG model results against observations at different sites from [2]. The thick 
dashed lines include a range within a factor of 2 of the observations. 
Reproduced from [1].
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Firstprinciples methods use fundamental quantum 
physics to compute properties of materials without 
fitting experimental data. In this way conditions of very 
high pressures and temperatures can be simulated, 
which are very difficult or impossible to achieve in the 
laboratory. We can also simulate materials that do not 
exist yet, and thus design new materials. The 
underlying theory is known as Density Functional 
Theory (DFT), which is exact in principle, but in 
practice must be used with approximations. These 
computations often require supercomputers, because 
extreme precision is needed—the chemical energy is 
in the 8th–12th significant figure of the total energy, so 
numerically accurate methods are required. In many 
materials the straightforward application of DFT fails, 
because electrons are correlated in a nonmeanfield 
way. Then we need to use special methods which are 
even more computationally intensive. To simulate high 
temperatures we use firstprinciples molecular dynam
ics (FPMD), in which we do many thousands of first
principles calculations, stepping forward in time using 
Newton’s law of motion F = m∙a, with the force F com
puted from quantum mechanics, m the mass of each 
atom, and a its acceleration. Examples of our work on 
SuperMUCNG follow, for Earth’s core, filled ice on 
Titan, carbonated melts in Earth’s mantle, Polar metal
locenes, and ferroelectric clathrates.

Iron in Earth’s Core

Earth’s magnetic field arises from turbulent motion of 
liquid iron alloy in Earth’s outer core. It used to be 
thought that thermal convection driven by Earth’s origi
nal heat provided the energy for the dynamo, but this 
was brought into question by firstprinciples computa
tions that showed too high thermal conductivity in iron 
to allow for thermal convection [1,2].

We performed extensive simulations of iron (solid and 
liquid) at Earth core conditions using a variety of 
methods, density functional perturbation theory with 
ABINIT for solids, molecular dynamics with QUANTUM 
ESPRESSO for solids and fluids, and included 
electroncorrelations with dynamical mean field theory 
(DMFT) with continuous time quantum Monte Carlo 
using Kristjan Haule's code, in conjunction with the all 

electron WIEN2K LAPW code, or SPKKR on MD 
snapshots. We computed the electrical resistivity and 
thermal conductivity at Earth core conditions, and at 
lower pressures and temperatures to compare with 
experiments. We obtained consistent results with all of 
these methods. Results are between those measured 
in the lab for thermal conductivity and electrical con
ductivity. We find that Earth's magnetic field 
throughout Earth's history can be explained via a 
geodynamo driven primarily by thermal convection 
[3,4].
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Figure 2: Thermal conductivity for iron at core con ditions. Our results in 
Red are higher than experi ment, but lower than previous theory. From [4].

Figure 1: Electric resistivity for iron at core density from measurements, 
geophysical models, and computations (ours are labeled KKR, DFPT, and the 
red curves. From [1].



We have shown that, including electronelectron scat
tering, it becomes possible for the traditional theory to 
work (Fig. 12) [3,4]. We have continued to work on 
this problem, to include liquid iron, to studiy fully 
converged system sizes, and to include iron alloys. 
New experiments on electrical resistivity of iron are in 
excellent agreement with our new FPMD results (Fig. 
3) [5].

We are often asked how our method works on other 
materials than iron, to show that we do not have 
accidental agreement. We have studied now the 
element Nb on SuperMUCNG (Fig. 4) and see excel
lent agreement for electrical and thermal conductivity 
at zero pressure.

Filled ices in water planets

Filled ices mediate the methane and oxygen contents 
of the atmospheres of water planets [6]. We have 
simulated methane filled ice, and computed its 
equation of state. We found that filled ice will sink in 
the melt, and form a shell around the core of the 
planet (Fig. 5).

Carbonated melts in Earth’s Mantle

Little is known about the behavior of carbon in melts, 
because it exsolves as pressure is released and is not 
found in observed magmas or volcanic rocks. Experi
ments are difficult because carbonated fluids are very 
reactive, and the usual method of studying high 
pressures uses the diamond anvil cell, which contains 
already C. We have simulated silicate melts containing 
carbon and have computed, for example, the diffusiv
ities of different elements in such melts (Fig. 6,7) [7].
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Figure 3: Electrical resistivity measured at about 100 GPa compared with 
theory. Our latest FPMD results obtained on SuperMUCNG are shown as the 
green star, in perfect agreement with the experiments.

Figure 6: Animation of firstprinciples molecular dynamics simulation for 
carbonated silicate melt. The blue atom is a carbon. With Razvan Caracas.

Figure 5: Layered model for Titan: crust, subterranean ocean, high pressure 
water ice layer, mixed icerock layer, and a rocky core. A layer enriched in 
filled ice MHIII may reside above the core (from [6]).

Figure 4: Electrical and thermal conductivity computed for Niobium. Note that 
the experiments are at atmospheric pressure and the theory is at constant 
volume, with pressures shown (top).
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Polar Metallocenes

Metallocenes are interesting and useful organometallic 
sandwich molecules, with a transition metal ion be
tween two cyclopentadienyl (Cp, or C5H5−) rings. Nor
mally the molecules are symmetric, with the two rings 
the same, but we proposed to make asymmetric mole
cules, and crystallize them to form a new class of polar 
materials (Fig. 8,9) [8].

Ferroelectric Clathrates

Recently we developed, computationally and in the 
laboratory, a new family of clathrates [9]. Most of this 
family is metallic and centrosymmetric. We considered 
how to make a polar, possibly ferroelectric, insulating 
sp3 bonded clathrate and succeeded (Fig. 10) [10].

In summary, the SuperMUCNG has been used to 
study a wide variety of problems in materials, ranging 
from planetary cores to designing new materials. This 
work was support by the ERC Advanced Grant 
ToMCaT, The US NSF grant EAR1901813, U. S. 
Office of Naval Research Grants No. N00014121
1038, N000141410516, and N000141712768, 
and the Carnegie Institution of Washington.
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Figure 10: Predicted ferroelectric clathrate ScB3C3.Figure 9: Polar azaferrocene with N replacing a C.
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Introduction

Earth’s mantle, although solid on short time scales, 
can flow like a highly viscous fluid over the course of 
geologic eras. Heat coming from the underlying core 
and internal heat production due to radioactive decay 
turn Earth’s mantle into a convecting heat engine. 
‘Mantle convection’ provides the primary force in 
driving the tectonic plates and dictates the longterm 
evolution of the Earth: it controls the distribution of 
continents and oceans and their topographic eleva
tion; it determines the formation of mountain ranges, 
shallow seas and land bridges between continents; 
and it is the cause of Earth’s seismicity and volcanic 
activity. As such, it has a broad impact on many 
aspects of the Earth system, ranging from its oceanic 
and atmospheric circulation to its climate, from its 
hydrosphere to the erosion and deposition of sedi
ments, from the location and abundance of natural 
resources to the evolution of life.

There has been much progress over the past decades 
in modelling mantle convection processes by means 
of fluid dynamical simulations. These simulations 
involve numerical solutions for the principal conser
vation equations that govern mantle flow. Due to the 
nonlinear and complex nature of these equations it is 
necessary to employ high performance computing 
techniques and infrastructure to solve these equa
tions.

Results and Methods

A longstanding challenge in fluid dynamical mantle 
simulations is integration of the evergrowing disparate 
datasets in various disciplines of Solid Earth Sciences. 
For this reason, geodynamicists have turned to large 
scale optimization methods where models are 
optimized with regards to various observational 
datasets. An example is reconstructions of past mantle 
flow that involve the solution of a geodynamic inverse 
problem through the adjoint method. This inverse 
problem aims at finding the (unknown) state of the 
mantle in the past that naturally evolves into its 
(known) presentday state by iteratively minimizing the 
difference between the observed presentday mantle 

structure and the prediction of a geodynamic model. 
The adjoint method is a powerful technique to 
compute sensitivities (Fréchet derivatives) with respect 
to model parameters, allowing one to solve inverse 
problems where analytical solutions are not available 
or the cost to determine many times the associated 
forward problem is prohibitive. In Geodynamics it has 
been applied to the restoration problem of mantle 
convection so that poorly known mantle flow para
meters can be tested against observations gleaned 
from the geological record. By enabling us to construct 
time dependent Earth models the adjoint method has 
the potential to link observations from seismology, 
geology, mineral physics and palaeomagnetism in a 
dynamically consistent way, greatly enhancing our 
understanding of the solid Earth system.

The iterative nature of the approach, however, impos
es a computational challenge, but provides a 
promising tool to improve our understanding of Earth’s 
history. The geodynamic group at LMU is a world 
leader in generation of such models, and access to 
SuperMUC Phase 2 and SuperMUCNG enabled to us 
to further explore the methodology and to address 
fundamental questions on the evolution of Earth’s 
mantle.

In this project, we built upon our pioneering first mantle 
flow retrodictions [2], and explored the parameter 
space for such reconstruction models by generating a 
suite of geodynamically plausible, compressible, high 
resolution Earth models that go back to 50 million 
years ago. For this project we used the parallel finite 
element code TERRA using a sufficiently high 
resolution, which is obtained by dividing the volume of 
the mantle into ~670 million finite elements, for a 
maximum grid spacing of ~11 km at Earth’s surface. 
An adjoint iteration for this model over 50 million years 
requires between 75 and 150 thousand Corehours, 
equivalent to 36 to 72 hours of computation using 
2,048 Cores. The initial condition is optimally 
recovered after 5 to 10 iterations, leading to a total of 
about one million Corehours per retrodiction. 
Synthetic experiments demonstrate for the ideal case 
of no model error and no data error that the adjoint 
method restores mantle flow over timescales on the 
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order of a transit time (~100 Myr). But in reality, 
unavoidable limitations enter the inverse problem in 
the form of poorly known model parameters and 
uncertain state estimations, which may result in 
systematic errors of the reconstructed flow history. In a 
first part of the project, we used the highresolution
3D spherical mantle circulation models to perform a 
systematic study of synthetic adjoint inversions, where 
we insert on purpose a mismatch between the model 
used to generate synthetic data and the model used 
for carrying out the inversion [3]. By considering a 
mismatch in rheology, final state estimate and history 
of surface velocities we found that mismatched model 
parameters do not inhibit misfit reduction: the adjoint 
method still produces a flow history that fits the 
estimated final state. However, the recovered initial 
state can be a poor approximation of the true initial 
state, where reconstructed and true flow histories 
diverge exponentially back in time and where for the 
more divergent cases, the reconstructed initial state 
includes physically implausible structures, especially in 
and near the thermal boundary layers. Consequently, 
a complete reduction of the cost function may not be 
desirable when the goal is a best fit to the initial 
condition. When the estimated final state is a noisy 
lowpass version of the true final state, choosing an 
appropriate misfit function can reduce the generation 

of artefacts in the initial state (see Fig. 1). While none 
of the model mismatches considered in this study, 
taken singularly, results in a complete failure of the 
recovered flow history, additional work is needed to 
assess their combined effects.

In a second part of the project, we have retrodicted 
past mantle flow for a suite of scenarios, combining 
five different presentday seismic tomography models 
with four viscosity profiles for the geodynamic model. 
We then investigated the related implications in terms 
of surface observables in these models. We found that 
the restoration of mantle flow is sensitive to the 
assumptions about the presentday mantle state and 
its viscosity, but in many cases consistent with geo
logic findings about our planet’s history. Specifically, 
we have used our retrodictions to model one of the 
most outstanding geologic events of the entire 
Cenozoic era (the past 65 million years), namely the 
rise of the eastern half of the African continent from 
near sealevel to well over 1.5 km of elevation. It is 
commonly presumed by geologists that this continen
tal scale uplift occurred in response to the rise deep 
within Earth’s mantle of a huge thermal plume. Our 
retrodiction show—for the very first time—that this 
mechanism is feasible and that it can occur at the 
required time scales in geodynamic Earth models 
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Figure 1: 3D views, centred on the African hemisphere, showing temperature anomalies, in Kelvin, of the initial condition and final condition of the reference 
‘true’ history of mantle convection, together with the reconstructed initial and final conditions for a case where only the longwavelength part of the final state is 
assumed to be known. The rightmost column shows the absolute difference between the true and the reconstructed state of the mantle [3]. 



having the appropriate parameters (see Fig. 2). We 
find that the material flow within the Earth’s mantle is 
not only responsible for uplift of eastern Africa. The 
flow also induces substantial stresses at the interface 
of the flowing (ductile) mantle and the mechanically 
strong tectonic plate above. It is likely that these flow 
induced stresses are involved in the development of 
the East African Rift System by which parts of eastern 
Africa are currently breaking away from the main part 
of the African continent. This outstanding result is 
currently prepared for publication.

Ongoing Research / Outlook

Geodynamic retrodictions require estimates of its 
presentday state from seismic tomography, and they 
would benefit greatly from knowledge of the asso
ciated error bars. More robust inferences could be 
drawn from running a suite of simulations instead of a 
single model realization. Some recent tomographies 
provide information on both resolution and model 
uncertainty, but so far it is unclear how to make 
practical use of the uncertainties in simulations of 
mantle convection, given that only a limited set of 
retrodictions is computationally feasible. We plan to 
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perform a systematic uncertainty quantification that will 
provide important insight into the evolution of seismic
data related errors in adjoint retrodictions. Knowledge 
of uncertainties back in time is crucial to be able in 
future to draw robust conclusions on the adequate
ness of model parameters in comparison to observa
tions. Answering the above questions thus is a crucial 
step in the effort of generating datadriven models of 
Earth’s mantle that provide quantitative information to 
other geoscience disciplines.
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Figure 2: Reconstructed evolution of sublithospheric mantle temperature, shown as an isosurface, and convectively induced surface topography (left), together 
with the computed mantle flow velocity field shown as arrows (right). The visualization shows the restoration of a plume system acting below the East African Rift 
System from an iterative flow optimization. The crosssection through the computational domain is taken along the great circle passing through the red and blue 
dots (see inset map) across the African continent. Note the rise of the large thermal plume anomaly (red isosurface) through the mantle beneath the continent.
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Introduction

Only microseconds after the Big Bang, the whole 
Universe consisted of a tiny droplet of the hottest and 
most dense liquid known to humankind: the Quark 
Gluon Plasma (QGP). Under normal conditions, such 
as those in our everyday life, the quarks and gluons  
the most fundamental building blocks of matter  are 
confined into protons and neutrons. When matter is 
extremely hot, or extremely compressed, these nucle
ons melt and quarks and gluons form the Quark Gluon 
Plasma, in which they are free to move. When the 
Universe expanded and cooled down, eventually the 
quarks and gluons coalesced into nucleons, that in 
turn formed the atoms, then molecules and slowly 
formed matter as we see it today.

Thanks to extraordinary experimental efforts, the QGP 
is now routinely produced in particle accelerator facili
ties such as the Relativistic Heavy Ion Collider – in the 
US, and the Large Hadron Collider at CERN – in 
Switzerland. Heavy nuclei are accelerated to almost 
the speed of light and collided; the enormous amount 
of energy produced is sufficient to create the QGP in 
the laboratory, which then undergoes the same transi
tion as the early Universe itself. 

Intense theoretical as well as experimental investiga
tions are in place in order to study the properties of 
this new form of matter, and in particular its transition 
to ordinary matter. A delicate question regards the 
study of the nature of this transition. In the early Uni
verse there was a virtually perfect symmetry between 
matter and antimatter. This is not the case in today's 
universe, especially so in ultradense astronomical ob
jects such as neutron stars, which are also the subject 
of intense investigations. A key question is today how 
does this transition change when conditions more sim
ilar to these highdensity objects are considered – i.e. 
when the density of quarks is much larger than that of 
the early Universe.

The theory of strong interactions, which governs the 
behavior of quarks and gluons – and thus of protons 

and neutrons – is called Quantum Chromodynamics 
(QCD). The nature of strongly interacting matter under 
different conditions is commonly depicted in the so
called QCD phase diagram, which is sketched in Fig. 
1. The different phases of matter are shown in the 
plane of temperature and chemical potential. The 
chemical potential is a thermodynamic coordinate like 
the temperature, which can be best understood as the 
energy required by the system to change its chemical 
composition. It is tightly connected with the density of 
quarks: when the former is zero, the latter is zero as 
well. This twodimensional depiction is completely 
analogous to what is done in the phase diagram of 
water: we know that for certain values of the thermo
dynamic coordinates water is liquid, gaseous (vapor) 
or solid (ice).

Most of the features one sees in Fig. 1 are in reality 
conjectured, based on modeldependent calculations 
and not on firstprinciple determinations. The major 
firstprinciple tool of investigation is represented by the 
sophisticated numerical simulations – like the ones we 
perform – of lattice QCD. Most notably, they have led 
to the outstanding discovery that the transition at zero 
quark density is extremely smooth, very much unlike 
e.g., the boiling of water [1]. On the other hand, this 
transition is expected to become much abrupt at larger 
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Figure 1: A sketched view of the phase diagram of strongly interacting matter, 
in the plane of temperature and (quark) chemical potential.
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The QCD phase diagram and equation of state

chemical potentials, which would imply the presence in 
the phase diagram of a socalled critical point. The 
search for such point is possibly the main endeavor in 
today's highenergy nuclear physics research.

Direct simulations at nonzero chemical potentials are 
hindered by the infamous, socalled “sign problem'', 
which in essence is a problem of calculating averages 
from quantities that fluctuate violently. However, tools 
have been developed to reconstruct the physics at 
nonzero chemical potential from available calcula
tions, performed at zero (or imaginary) chemical 
potential. (Fig 2.) The impact of these results is mainly 
twofold. Firstly, knowledge of the phase diagram of 
QCD is inherently a fundamental achievement, which 
deepens our understanding of matter and the Uni
verse, with applications that range from the smallest 
(nuclear physics) to the largest scales (astrophysics 
and cosmology). Secondly, their are crucial input for 
many other simulations, such as the evolution of the 
matter created in nuclear collisions, the early Universe 
or dense objects as e.g. neutron stars.

Results and Methods

In 2006, we calculated the transition temperature at 
zero net baryon density, as it was realized in the Early 
Universe. In that work we have seen that although 
there is no real transition, one can find a transition 
range around 150 MeV temperature [2].

In our latest work [3] we determined the socalled 
“transition line'' of QCD. In short, we calculated with 
very high precision the temperature at which the QCD 
transition takes place, for quite a broad range of small 
but nonzero chemical potential. In order to do so, we 
have exploited simulations at zero and imaginary 
chemical potential, which do not suffer from the “sign 
problem”. Studying observables which are sensitive to 
the phase transition, we have determined the temper
ature at which the transition occurs for each chemical 
potential we simulated. We then analytically continued 
the dependence of this transition temperature on the 
chemical potential, extending it to the relevant regime 
of real chemical potential. The extrapolated transition 

line is shown in Fig. 3 with a green band which repre
sents the uncertainty of the result. Other comparable 
results, although obtained with other, non firstprinciple 
methods, are shown along with it. It is worth men
tioning that this determination is the most precise both 
at zero and nonzero chemical potential available in 
the literature.

Ongoing Research / Outlook

The main focus of our further research is the study of 
the socalled equation of state (EoS) of QCD. This is 
simply the relation between quantities such as the 
pressure and density, and how they change in different 
regions of the phase diagram. Because of the “sign 
problem'', results at nonzero density are difficult to 
obtain, but nonetheless extremely valuable, especially 
in a new era of astrophysical observations inaugurated 
by the very first detection of gravitational waves. 
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Figure 3: The transition line of QCD at nonzero chemical potential. The different 
colored bands represent the uncertainty in different approximations of the 
transition temperature.

Figure 2: Extrapolation strategy using imaginary values of the quark chemical 
potentials.  We are interested in positive μ2 values (right hand side), but this 
parameter range is not available from simulations. If μ2 is negative (or if μ is 
imaginary), simulations are possible (left hand side). We seek an analytical 
continuation from the left side to the right.



Introduction

Protons and neutrons, known collectively as nucleons, 
are the building blocks of visible matter. Since their 
discovery in alpha particle scattering experiments in 
1919 by Rutherford and in 1932 by Chadwick, for the 
case of the proton and neutron, respectively, their 
basic properties have been mapped out very accurate
ly. For example, their masses and spins are known to 
a precision of at least one part in 108.  However, 
precise information  on their internal structure has not 
yet been provided. Thanks to deep inelastic scattering 
(DIS) experiments at SLAC in the USA in the late 
1960s and others we know that nucleons are com
prised of fundamental constituents, quarks and glu
ons.  A very simple picture of the nucleons is one 
where they are made up of three light (u and d) 
quarks, uud (the proton) and udd (the nucleon). How
ever, comparing the masses of the quarks (of the 
order of a few megaelectron volts (MeV)) with that of 
the nucleons (of the order of a thousand MeV) 
indicates that the internal structure of nucleons is far 
more complex and, for example, the gluon degrees of 
freedom play an important role. Similarly, early deep 
inelastic muonnucleon scattering experiments 
showed that the spin of the u and d quarks may con
tribute as little as 20% to the spin of the nucleon, start
ing the socalled spin “crisis” or “puzzle”.

Extracting precise information on nucleon structure, 
how the quark and gluon constituents account for the 
properties of nucleons is difficult due to the nature of 
the strong interaction between them.  At large dis
tances (or equivalently low energies), the strong force 
increases such that the quarks and gluons are always 
confined to "hadronic" bound states. At present, the 
only first principles approach to calculating hadronic 
properties, i.e. using the theory of the strong 
interaction, Quantum Chromodynamics (QCD), without 
any additional assumptions, is via large scale numeri
cal simulations (lattice QCD). Predictions of nucleon 
properties are a necessary input for interpreting the 
many experiments which use nucleons (or nuclei) as 
probes or targets. These experiments are searching 
for evidence of the physics that lies beyond our 
current understanding of particle physics (that is en

capsulated in the Standard Model). The Standard 
Model has a number of limitations,  most notably that it 
only involves three of the four forces of nature and 
does not explain the origin of dark matter and energy. 
Astrophysical evidence suggests that dark matter 
(which does not interact electromagnetically and so is 
difficult to detect) comprises 85% of the total mass of 
the Universe. This project is concerned with computing 
nucleon properties relevant for experiments aiming to 
directly detect dark matter particles, for those experi
ments investigating the poorly understood neutrino 
sector of the Standard Model and for precision experi
ments searching for signals of new interactions in beta 
decay.

Results and Methods

In order to calculate the properties of nucleons, QCD 
is formulated on a spacetime Euclidean grid, with a 
finite lattice spacing (a) and volume (V). Representa
tive (gauge) configurations of the gluon and quark 
fields are generated by hybrid Monte Carlo simulation 
and the quantities of interest can be extracted (after a 
statistical  average) from``correlation'' functions which 
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Figure 1: The masses of the (top to bottom) Ξ, Λ, Σ and N baryons as a func
tion of the pion mass squared. All hadron masses have been converted into 
dimensionless units using the lattice scale t0. The experimental masses are 
shown as filled circles [2] while the shaded bands indicate a simultaneous fit 
to all the data. The green data points are obtained from simulations where the 
strange quark mass is kept approximately fixed to its physical value, the blue 
data points are from simulations were the flavour average of the light and 
strange quark masses is held fixed and the red data points indicate that the 
strange and light quark masses are equal. 



Hadron structure observables on a fine lattice at the physical point

are computed on top of the gauge configurations. The 
simulations must be repeated for several values of the 
lattice spacing to enable the continuum limit (a to zero) 
to be performed. Similarly, finite (spatial) volume ef
fects must be explored. A large part of the computa
tional cost is due to inverting large matrices of size 
12Vx12V (where V is of the order of 643x192) that are 
related to the propagation of quarks across the lattice. 
The condition number of these matrices increases in
versely proportional to the mass of the light (u and d) 
quarks and for this reason unphysically large light 
quark masses are often employed in the simulations. 
This  necessitates an additional extrapolation to the 
physical light quark mass value. Note that the light 
quark mass is proportional to the pion mass squared 
and this is used when displaying the light quark mass 
dependence of physical quantities. 

This project is part of a larger analysis involving the 
computation of correlation functions relevant for deter
mining nucleon structure observables. A unique fea
ture of our calculation is that we use configurations 
generated with open boundary conditions which 
enable lattice spacings as low as 0.04 fm to be 
realized while maintaining ergodicity in the simulation 
[1]. We vary the light quark mass such that the 
physical point is approached along two trajectories 
with an additional trajectory where the light and 
strange quark masses are equal. This project com
pletes the analysis by computing correlation functions 
on a physical quark mass ensemble with a fine lattice 
spacing of 0.06 fm. We are still in the process of 
analysing much of the data, however, first results are 
presented in Figs. 1 to 3. The masses of the Ξ, Λ and 
Σ baryons have been computed in addition to that of 
the nucleon. We are able to precisely fix the lattice 
spacing  using the Ξ mass, with the other masses at 
the physical point being predictions. Note that the data 
points generated as part of this project (directly at the 
physical point) are consistent with the experimental 
results (filled circles in Fig. 1). The nucleon sigma 
term, given by the slope of the nucleon mass with 
respect to the light quark mass will be extracted from 
this analysis. The sigma term is required to compute 

dark matternucleon scattering crosssections in direct 
dark matter detection experiments.

Figures 2 and 3 display the axial and induced pseudo
scalar form factors of the nucleon after extrapolation to 
the continuum limit and to physical light quark mass. 
The axial form factor is a crucial input to MonteCarlo 
generators which determine the energy distributions of 
neutrinos in long baseline neutrino oscillation experi
ments. The two form factors are linked via symmetry 
relations and our analysis is one of the first to show 
the lattice results are consistent with these relations 
and also agreement with the experimental results for 
the induced form factor at one particular point where 
this exists.

The data were generated on SuperMUCNG using 
batch jobs involving 432 nodes with 48 tasks per 
node. While we compute many measurements per 
configuration the data is stored in HDF5 format and 
only around 1,000 files are generated, which were 
stored on the project WORK directory. As mentioned 
above, the main computational expense is the inver
sion of the large sparse Dirac matrices for which we 
used the locally deflated domain decomposition solver 
of openQCD [3].

Ongoing Research / Outlook

The data generated during the project are still being 
analysed. Final results, incorporating also earlier simu
lations, will include the contribution of the light and 
strange quark spin to the spin of the nucleon (needed 
to understand the spin puzzle) and the scalar and 
tensor charges which are used to provide bounds on 
the coupling strength of beyond the Standard Model 
interactions contributing to beta decay.
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Figure 3: The induced pseudoscalar form factor of the nucleon from the same 
analysis as in Fig. 2 and Ref. [4]. Note that the form factor has been multiplied 
by the mass of the muon and divided by twice the nucleon mass. This combi
nation is relevant for comparing with the experimental results (black circle) 
for the form factor obtained in muon capture, see Ref. [4]. 

Figure 2: The axial form factor of the nucleon as a function of the momentum 
transfer squared. The curved bands are our results for the form factor after 
extrapolation to the physical light quark mass point and to the continuum 
limit at infinite volume. Two different fit forms were used to parameterise the 
lattice data (differentiated by the colours blue and green in the figure), see 
Ref. [4] for more details. The straight lines indicate the slope of the form 
factor at Q2 = 0, which is related to the axial radius of the nucleon (analogous 
to the charge radius). The experimental value for GA in the forward limit, is 
shown as a black circle [2].



Introduction

The standard model of particle physics describes the 
vast majority of experiments and observations 
involving basic constituents of visible matter. Any 
deviation from its predictions would be a sign of 
entirely new, fundamental physics.

A particularly important, longstanding discrepancy 
concerns the magnetic moment of an elementary 
particle called the muon. The current measurement 
and theoretical calculations of this property have 
similar precision, but disagree significantly.

To transform this disagreement into an actual 
discovery of new physics, an ongoing experiment at 
Fermilab (Batavia, USA), and one planned at JPARC 
(Tokai, Japan), are aiming to reduce the measured 
uncertainty by a quite large factor of four.

On the theory side, the largest part of the error comes 
from the leadingorder, hadronic vacuum polarization 
(LOHVP) contribution. This term accounts for 
important quark, gluon and photon quantum 
fluctuations in the vacuum, which are described by 
quantum chromodynamics (QCD) and quantum 
electrodynamics (QED). Up until now, the most precise 
computations of this contribution have been performed 
using dispersion relation based phenomenological 
analyses, with input from electronpositron annihilation 
experiments.

Here we present a completely independent, abinitio 
computation of the LOHVP term, in which the 
equations of QCD and QED are solved using 
supercomputers and stateoftheart numerical 
techniques. We reach a precision similar to that of the 
phenomenological approach for the first time. 
Surprisingly, our result leads to a standard model 
prediction for the muon’s magnetic moment that is in 
agreement with the current experimental 

measurement, suggesting that new physics is not 
needed to explain this measurement at present levels 
of precision.

The methods developed here will be useful to continue 
improving the accuracy of the standard model 
prediction, as will be required to pursue the search for 
new physics in ongoing and future experiments 
designed to measure the magnetic moment of the 
muon.

Isospin breaking effects

The ab initio calculation means in the above context 
lattice quantum field theory. A spacetime grid is 
introduced and and at every point of it the time 
evolution of various quantum operators are 
determined (to be more specific a path integral 
formalism is applied to that end). In some sense it 
reminds us to meteorology. Usually, people also 
introduce a threedimensional grid, temperatures, 
pressures and wind velocities are measured and using 
the underlying equations the time evolution is 
determined. In both cases it is a heroic effort.

Let us come back to the magnetic moment of the 
muon. Obviously, the most important goal is to reach 
an accuracy, which is compatible with the expected 
experimental errors. Only reaching this accuracy 
guarantees that the experimental findings of several 
hundred million dollars are fully utilized and only with 
this accuracy can we decide if and what sort of new 
physics is there. When we speak about precision a 
subpercent error is needed. Electromagnetic and 
strong isospin breaking effects are on the percent 
level. Thus any reasonable result needs the inclusion 
of these effects. This is a very hard task. The 
electromagnetic interaction is weak and longranged, 
whereas the strong interaction is strong and short
ranged. Keeping both of them in a system is more 
than just challenging.
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Isospin breaking effects in QCD

Protonneutron mass difference

In 2015, we published a paper in Science [1], in which 
we included both theories in order to determine the 
mass splittings between the proton and the neutron 
(and for many similar hadron pairs). The building 
blocks of these nucleons are up and down quarks. 
Most of the lattice QCD calculations are using the 
same, very small mass for both of them, which is a 
very good approximation in most cases (no strong 
isospin breaking scenario). In this isospin symmetric 
case without QED the protons and the neutrons have 
the same mass, they are mass degenerate. However, 
if one introduces electromagnetism (QED) the proton 
becomes slightly heavier than the neutron. The world, 
as we know it today, would not exist. No stars, no 
people, not even atoms. This is in full contradiction 
with observations. One has to introduce strong isospin 
breaking, too. These two extensions of the isospin 
symmetric case are contributing similar amounts, but 
there is a huge cancellation between them. In our 
2015 paper, we have shown how to include both 
effects. This also had a deep theoretical outcome. It 
was shown how to use renormalization theory 
simultaneously for QCD and QED. The calculation 
was fundamental and expensive. The main result, the 
isospin splittings for various baryons, is shown in 
Figure 1.

This figure is shown in many textbooks and year by 
year belongs to the 0.3% best cited lattice papers ever 
written. Nobel Prize Laurate Frank Wilczek writes 
about this work “This progress encourages us to 
predict a future in which nuclear physics reaches the 
level of precision and versatility that atomic physics 
has already achieved, with vast implications for 
astrophysics, and conceivably for technology. We can 
look forward to much more accurate modelling of 
supernovae and neutron stars than has so far been 
possible, and entertain dreams of refined nuclear 
chemistry, enabling, for example, dense energy 
storage and ultrahighenergy lasers.”

The muon’s magnetic moment

Indeed, a similar level of precision is needed to decide 
if there is a new physics signal in the magnetic 
moment of the muon. After we have introduced full 
dynamical QED into our work, we were using it in a 
stepbystep procedure in our 2020 paper on the 
muon [2]. Electromagnetism and isospin breaking is 
introduced and controlled in a Taylorseries manner. 
This approach made it possible to shuffle around with 
the CPU demands in a way that the CPU was invested 
in those parts of the calculation which minimized the 
overall error. Surprisingly, our results are in agreement 
with the experimental value for the magnetic moment 
of the muon and the longstanding discrepancy seems 
to have disappeared. Clearly, this work should be 
crosschecked and repeated by other groups. 

After many years of hard work and with the inclusion 
of strong isospin breaking and electromagnetism, we 
reached a subpercent accuracy, comparable to the 
experimental errors on the muon’s magnetic moment. 
We are waiting for the new experimental results from 
Fermilab (USA), which should come out in a few 
months, to see if there is new physics beyond the 
standard model.
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Figure 1: Isospin splittings for various baryons. Figure 2: Isospin breaking.



Introduction

Quantum Chromodynamics (QCD) is the theory 
proposed in the early 1970’s to explain the properties 
of the strong interactions. The latter hold quarks 
together to form composite particles called hadrons. 
Quarks are elementary particles of spin 1/2 and 
represent, along with leptons, the smallest building 
blocks of matter, according to the Standard Model of 
Particle Physics. The strong interactions are mediated 
by spin 1 particles, the socalled gluons. One of the 
main features of QCD is confinement. Quarks and 
gluons are never observed in isolation, but only within 
hadrons, that in turn are usually classified into mesons 
(composite particles made of a quark and an 
antiquark) and baryons (composite particles made of 
three quarks). The newly discovered states with a 
charmonium component could hint at the existence of 
exotic states such as tetra or pentaquarks, but this is 
still under debate.

Quark confinement and hadron properties cannot be 
understood using perturbative methods and nowadays 
lattice QCD represents one of the most suitable tools 
to investigate QCD properties starting from first 
principles. In this approach QCD is discretized on a 
Euclidean fourdimensional spacetime and the 
quantities of interest, like masses and decay constants 
of hadrons, can be computed numerically via Monte 
Carlo methods. This kind of study requires a huge 
computational effort, especially when considering a 
theory with dynamical quarks, and the use of 
supercomputers is necessary if we want to achieve 
results that can be compared with experiments.

QCD encompasses six flavors of quarks (up, down, 
strange, charm, bottom, top). However, since quark 
masses cover a large range of values that can differ 
by several orders of magnitude, lattice QCD 
simulations often include the effects of only two, three 
or at most four flavors in the sea. In this project we 
estimate the effects of including a sea charm quark. Its 
inclusion means a significant effort in tuning of 
simulations and we want to know at which level of 
precision it matters. In order to do that we consider 

QCD with just a single species of quarks, the charm 
quarks, and we compare the results obtained with this 
simplified model to a theory without dynamical quarks 
(often called quenched QCD). This gives the 
possibility to use moderately large lattice volumes and 
perform reliable extrapolations to zero lattice spacing.

We study charmonium states, which are composite 
particles made of a charm quark and a charm anti
quark. The charmonium system, frequently 
characterized as the “hydrogen atom” of meson 
spectroscopy owing to the fact that it is nonrelativistic 
enough to be reasonably well described by certain 
potential models, is the perfect testing ground for a 
comparison of theory with experiment. Over the last 
years, there has been a renewed interest in spectral 
calculations with charmonia because of the 
experimental discovery of many unexpected states, 
e.g. the socalled X, Y, Z states, which highlight the 
need for a more complete theoretical understanding. 
However, to accurately understand the charmonium 
spectrum, one must also investigate properties other 
than masses, such as decay rates. In the charmonium 
system, the lowestlying states lie below the DD 
threshold, resulting in relatively narrow widths due to 
the absence of OZI allowed strong decays. This 
means that radiative transitions, i.e. transitions from an 
initial state to a final state via the emission of a photon, 
can have significant experimentally accessible 
branching ratios. Therefore, a lattice calculation of the 
decay constants addressed here provides valuable 
theoretical insight for experiment at the fully non
perturbative level such that we consider them as 
natural and representative observables to quantify 
charm sea quark effects in hadron physics beyond the 
mass spectrum.

Results and methods

With Nf = 2 charm quarks, the calculation has been 
performed on a total of five ensembles that differ in the 
lattice spacing, while in the quenched (Nf = 0) case 
four ensembles were used [1]. The measurements of 
masses and decay constants over a wide range of 
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Charm sea effects on heavy flavor mesons

lattice spacings, including very fine ones, enables a 
safe continuum extrapolation for both theories, which 
is shown in Fig. 1 for the decay constants of the ηc 
and J/ψ mesons [2]. In the Nf = 2 theory we consider 
only ensembles with lattice spacings a ≤ 0.05 fm, 
which is typically the smallest value which can be 
achieved in simulations including the light quarks. Our 
simplified setup allows to simulate lattice spacings 
smaller by a factor two. They are essential to control 
the continuum extrapolations which show the 
expected linear behavior in the lattice spacing squared 
(a2). The comparison of their values in the continuum 
limit allows to compute the impact of charm sea 
quarks on these observables. For the decay constant 
f   the relative difference between Nf = 2 and Nf = 0 is 
0.48(34)%, for the decay constant fJ/ψ it is 0.12(77)%. 
These results mean that the decoupling of the charm 
quark at low energies works very well at an energy 
scale as large as about 500 MeV. While the decay 
constant f   has not been measured experimentally, 
the experimental value for the J/ψ meson is
fJ/ψ ≅ 407(4) MeV (obtained from the partial decay 
width of J/ψ into an electronpositron pair [3]). The 
discrepancy with our value is due to several effects 
(light sea quarks, charm annihiliation, 
electromagnetism, number of charm quarks, meson 
mass).

We also study the effects of a dynamical charm quark 
on the hyperfine splitting of a Bc meson made of a 
bottom quark (antiquark) and a charm antiquark 
(quark) [2]. In particular we focus on its pseudoscalar 
(Bc) and vector channel (B*). The properties of the 
charmed B meson system are of special interest in 
spectroscopy because they are the only heavy 
mesons consisting of heavy quarks with different 
flavors. Because they carry flavor, they cannot 
annihilate into gluons and so are more stable with 
widths less than 100 keV. At the LHC, with its higher 
luminosity, the spectroscopy and decay of B* mesons 
can now be experimentally measured such that on the 
theory side complementary precision studies of these 
meson states by means of lattice QCD become 
increasingly important. Our simplified setup provides a 
first estimate of the charm sea effects on the ratio of 
the B* to B

c
 meson mass. For a “bottom” quark with a 

mass twice of the physical charm quark we find a 
relative difference for this mass ratio of 0.092(50)% 
between the Nf = 2 and Nf = 0 theories, which is 
comparable to what we found for the case of 
charmonium [1].

The computation of the meson masses and decay 
constants was performed with our measurement 
program [4], which invokes the openQCD [5] solvers 
for the inversions of the Dirac operator. The latter are 
stateofthe art Krylov space solvers that support 
evenodd preconditioning, an algebraic multigrid 
method, mixed precision calculations and various 
further improvements. Optimized versions of the 
solvers for SuperMUCNG (AVX instructions) exist. 
Our package has been developed for a CPU environ
ment and includes an MPI parallelization. For the 
inversion of the Dirac operator of the heavy quarks we 
use a modified version of the SAP GCR solver, which 
includes the distance preconditioning method.
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Ongoing Research / Outlook

In this project, we have neglected the effects of charm 
annihilation in charmonium. They will be computed in a 
followup project, where also more channels (JPC 
quantum numbers) and mixing with glueballs will be 
investigated.
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Figure 1: Continuum extrapolations a → 0 of the meson decay constants f 
and fJ/ψ on our Nf = 2 (full markers) and Nf = 0 (empty markers) ensembles. 
The continuum limit values are slightly displaced horizontally.
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Introduction

January of this year, the US Department of Energy 
announced plans to build a new Electron Ion Collider 
(EIC) at Brookhaven National Laboratory. One of the 
primary goals of this accelerator will be the exploration 
of Transverse Momentum Dependent parton 
distributions (TMDs) in the proton. These functions 
have many fascinating properties. For example they 
parameterize angular asymmetries for mesons pro
duced in the scattering of electrons and transversely 
polarized protons, as first observed by the HERMES 
collaboration in 2005 [1]. These asymmetries are 
naively counter intuitive as they seem to violate 
fundamental time reversal symmetry which is a proper
ty of Quantum Chromodynamics (QCD), the theory of 
quarks and gluons. This asymmetry can be related to 
another counterintuitive but also wellunderstood 
quantum mechanical effect, called the AharonovBohm 
effect, see Figure 1: The interference pattern of a two
slit experiment with electrons moves, if a magnetic 
field is placed between the slits, even if it is shielded 
such that no electron can possibly penetrate into it. 
While there are differences between these two phe
nomena the fundamental origin of them is the same 
and applies to all gauge theories: The gauge degrees 
of freedom lead to nontrivial parallel transport which 
introduces phase factors and interference effects 
which result in a surprising behavior of reaction proba
bilities. Gauge theories have a geometric interpretation 
which links these phases to socalled gauge links. The 
nontrivial parallel transport of gauge links is gener
ated by the fieldstrength tensor of the gauge theory in 
a similar way as nontrivial parallel transport in 
General Relativity is generated by the energy momen
tum tensor. General Relativity is substantially more 
complex than Special Relativity and the physics of 
TMDs is substantially more complex than that of PDFs 
(parton distribution functions) or purely collinear 
physics, which depends only on longitudinal coordi
nates and momenta. In fact, for a purely collinear 
process all gauge links can be set to one and thus 
simply disappear. In an analogous manner any pro
cess which probes only a straight line cannot detect 
the warping of spacetime in General Relativity. TMDs 
depend on both, longitudinal and transverse momenta 
and are, therefore, sensitive to all such effects in QCD. 

This makes them both very complicated and very 
interesting objects.   

Of the many fascinating new properties of TMD 
physics one of the most characteristic ones is the 
appearance of “soft factors”. Gauge links can be 
interpreted as a coherent superposition of arbitrarily 
many soft gluons and the interactions caused by these 
gluons cannot be described by standard rules of 
quantum field theories, which necessitated the intro
duction of new rules and a new dependence on a 
parameter called rapidity. To compare measurements 
at different rapidities requires knowledge of the so 
called “rapidity anomalous dimension”, which is a func
tion of the transverse displacement, b, of the parallel 
transport. For values of b which are not very small this 
crucial function could until very recently only be 
guessed but not calculated. This has changed this 
year, see next section.

Before discussing these results a general remark on 
the status of Lattice QCD is in order. Because both the 
validity of QCD as such and the soundness of Lattice 
QCD are established beyond reasonable doubt, 
Lattice QCD has acquired a similar status as experi
ment and consequently the control of all sources of 
error, especially systematic errors has also become 
equally important. Just as the determination of system
atic uncertainties is usually the most demanding task 
of a high energy experiment so it is for Lattice QCD. 
The calculations we performed are especially well 
suited to control these uncertainties.  
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Figure 1: Sketch of the AharanovBohm effect. The interference pattern of 
electrons traveling through two slits is shifted by the magnetic field B, even if 
it is completely shielded. This is an example of nontrivial parallel transport.
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TMDs and parallel transport in QCD

Results and Methods

Because TMDs have properties which differ 
significantly from those of other lattice observ
ables and because so many of their properties 
are still unknown, the emphasis of research for 
the different groups working on TMDs lies on 
the development of methods to extract the 
quantities of interest from a lattice simulation. 
In our project we used a   new method to ana
lyze the TMD correlators we have calculated to 
extract the rapidity anomalous dimension, 
which is also called CollinsSoper kernel. This 
method was only published recently [2]. Among 
other advantages this method allows to extract 
the same information from, in principle, 16 in
dependent correlations. While for many of them 
signal over background is probably too small 
for practical use this should provide a valuable 
tool to estimate systematic uncertainties. So 
far, we have analyzed only three of these 
correlations and the results agree within errors. Also, 
we have analyzed different lattice spacings which 
allows us to study carefully the continuum limit which 
is usually the least controlled source of systematic 
error. This analysis is still ongoing. Figures 2 shows 
only one sample plot. This is a very busy plot because 
it contains results from five different approaches for 
the rapidity anomalous dimension as a function of the 
transverse distance b. The main message of this 
figure is that all of these methods give compatible 
results. The blueshaded band is the result of a fit to 
experimental data. Because this data does not really 
constrain its form for b larger than about 0.4 fm the 
shape of the band is determined primarily by the 
chosen parameterization. The result of a perturbative 
QCD calculation in nexttonexttonextto leading 
order (NNNLO) plus resummation is also unreliable 
beyond 0.4 fm. The MIT results (labeled Bernstein and 
Hermite) is from a quenched simulation and has hard 
to estimate systematic uncertainties in addition to the 
plotted ones. 

The USGermanChinese LPC collaboration, to which 
we also belong, uses a completely new approach to 
extract the rapidity anomalous dimension from CLS 
configurations but was not part of this project. LPC 
has attributed a generous systematic error to these 
results in view of several conceptual issues which are 
still debated. 

The pink, purple and brown dots are results of the 
present project. Ours were full QCD simulations (in 
contrast to quenched) and we also included so called 
higher twist effects in our analysis for which we, 
therefore, also obtained quantitative estimates. The 
large systematic errors are primarily driven by these 
higher twist effects. All lattice results came out only 
2020. In sum they demonstrate that this crucial 
fundamental function of modern hadron physics 
should be known with high precision in very few 
years. 

This PRACE project was granted 44 M Corehours, 
starting on SuperMUC Phase 2 and finishing on 
SuperMUCNG (about 33 M Corehours).  In addition 

we profited from friendly user running in the starting 
phase of SuperMUCNG. Typically we used 24 nodes 
with 1,152 cores. The software we use is largely public 
domain within the lattice QCD community. It goes 
under the name of Chroma and is written primarily in
C++. It is based on the QDP++ library. The main 
computational effort in lattice simulations goes into the 
inversion of huge sparse matrices for which one can 
choose between a large variety of highly optimized 
code using different algorithms (we used e.g. the 
OpenQCD multigrid solver [4]). We did not optimize 
these solvers but used them as black box. In this 
project we also used also code we have codeveloped 
as members of the TMDCollaboration in the US 
several years ago for the specific purpose of analyzing 
TMDs, see [3]. The configurations analyzed were 
generated by the CLS collaboration (partly by us) in a 
large and longterm effort. These data are stored in 
Regensburg, Mainz and Berlin. Their generation was 
not part of this project. For data handling we used 
primarily HDF5.

Ongoing Research / Outlook

As illustrated by Figure 2 the analysis of TMDs is an 
internationally highly competitive research topic such 
that having access to competitive computer resources 
is crucial. Presently, it is not yet decisive because the 
optimal approach to extract the CollinsSoper function 
is still disputed but it will be once this discussion has 
converged, which in view of the rapid progress in this 
field cannot take long. Therefore, we expect to submit 
soon a new TMD proposal. 
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Figure 2: Results of five different approaches for the rapidity anomalous 
dimension. For explanations see text.



Introduction

With the advent of high luminosity spin polarized 
particle accelerators exploring the spin structure of 
hadrons, i.e. bound states from quarks and gluons, 
became a major research topic. In the beginning 
experimental results contradicted naïve expectations 
to such an extend that this physics was often summa
rized under the title “spin crisis”. To be precise, this 
term summarized the fact that the distribution of the 
total proton or neutron (collectively called nucleon) 
spin of ½ on quark and gluon spin as well as quark 
and gluon orbital angular momentum was hotly 
disputed. Over the years, however, to a large extent 
thanks to lattice calculations, a quite detailed under
standing was developed, such that today more subtle 
questions have moved into the focus of attention. 
Quantum Chromodynamics (QCD), the theory of 
quarks and gluons, has strong similarities with Quan
tum Electrodynamics (QED) the quantum theory of the 
electromagnetic interaction but there exist also funda
mental differences. As in QED spin couples to the 
(color) magnetic fields and (color) charged quarks 
experience a (color) Lorentz force in such a (color) 
magnetic field. In contrast to QED, however, all quarks 
and gluons in a nucleon are “confined”, i.e. they can
not be extracted in isolation from a nucleon making 
access to the color analogs of wellknown electromag
netic effects far more difficult. One can only observe 
certain color neutral correlations of quarks and gluon 
fields which are classified by abbreviations like d2 the 
correlation we are concerned with in this project. This 
correlation is judged so important that it motivated 
several large scale experiments and many theory 
investigations. Figure 1 shows an up to date compila
tion, with various model predictions to the right and 
various experimental data as well as our old lattice 
results [2] to the left. Solid symbols denote results for 
the proton and open ones those for the neutron. The 
most important fact presented in this figure is that d2 is 
small. (Naively one could have expected numbers 
anywhere in the range from 0.02 to +0.02, as is 
illustrated by the scattering of model predictions.) 
Because d2 can be related to the color Lorentz force 
on quarks in a color magnetic field, which is in turn 
oriented along the spin vector direction of the studied 

hadron, this implies that this force is weaker than one 
could have expected. Another remarkable feature of 
this plot is that our old lattice results [3] (plotted in 
green) are displayed together with experimental data, 
illustrating the status lattice QCD calculations have 
gained meanwhile in hadron physics. In contrast 
model predictions of various sorts are depicted by the 
symbols on the right. They scatter widely over the phe
nomenologically plausible region. While this kind of 
plotting is kind of flattering for us, it also made us feel 
a bit uneasy, because at the time (2005), lattice QCD 
techniques were far less developed, and the error 
analysis leading to the displayed error bars does not 
fulfill our present standards. In particular the most 
problematic uncertainty, caused by the required ex
trapolation to zero lattice constant, i.e., the physical 
spacetime continuum, could not be determined at the 
time. (In lattice QCD continuous spacetime is substi
tuted by a fourdimensional hypercubic lattice of con
stant lattice spacing.) This we have now improved.  

Results and Methods

The problem of controlling the continuum limit is not 
only one of required computer resources (simulations 
with smaller lattice constants require far more lattice 
points. Actually, their number scales like the fourth 
power of the inverse lattice spacing) but also a funda
mental theoretical one. QCD has different topological 
sectors and different ones have to be sampled to get 
correct results. For lattice constants below 0.05 fm this 
becomes unfeasible, a problem known as “topological 
freezing”. On the other hand, for lattice spacings 
above 0.1 fm discretization errors become large such 
that the typical lever arm for a continuum extrapolation 
is only about a factor of two. (The radius of a proton is 
roughly 0.7 fm, so one needs fine lattices to resolve its 
structure.)  Within the very large CLS collaboration of 
collaborations we have implemented an algorithmic 
formulation which circumvents this problem. Figure 2 
and Figure 3 show some of the preliminary results we 
obtained. Such calculations proceed in two steps. First 
one generates large ensembles of field configurations 
(typically each ensemble contains several thousand 
configurations) which contain information on the struc
ture of all hadrons (e.g. bound states of quarks and 
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How large is the color magnetic field in a proton?

gluons). From these one then extracts information on 
specific aspects of specific hadrons, like d2 of the 
proton. The main results of this project are updates of 
the green lattice points in Figure 1. Looking at our 
results in Figure 2 and 3 the most important observa
tion is that the lattice constant dependence is signifi
cant for the proton, making this a showcase example 
for how important control of the continuum limit is and 
thus adding to the justification of the whole CLS effort. 
Although our results contain besides all other system
atic uncertainties also the uncertainty of the continuum 
extrapolation the resulting error bars are significantly 
smaller than for the old simulations. In particular the 
result for the proton is now distinctly nonzero. (Its size 
actually fits now better to phenomenological expecta
tions.) Our results provide the most precise calculation 
of the color Lorentz force, e.g., the force exerted by 
the color magnetic field on a quark moving transverse
ly to the color magnetic field direction, which in turn is 
oriented along the hadron spin, as of today. 

Ongoing Research / Outlook

While our result for the proton is not incompatible with 
the experimental data there is a certain degree of 
tension which adds to the motivation of future experi
ments and lattice studies. While along the lines of 
standard Operator Product Expansion techniques, 
which we used in this work, it will be very demanding 
to substantially improve on the precision reached, let 
us note that A. Schäfer is also part of a large scale 
USChineseGerman collaboration called LPC which 
explores since a few years a completely different 
approach in Lattice QCD, going under the name of 
quasi or pseudodistributions which was shown in [4] 
to be most promising to study d2 and related quanti
ties on the lattice. It would be most interesting to 
perform such simulations on the same configurations 
used in the present study and to compare the results. 
This project, providing simultaneously much more 
novel information on nucleon structure, would probably 
require a comparable amount of computer resources 
(without serious benchmarking this is impossible to 
say more precisely). SuperMUCNG is an ideal HPC 
platform to serve our purpose. 

The software we use is largely public domain within 
the lattice QCD community. It goes under the name of 
Chroma and is written primarily in C++. It is based on 
the QDP++ library [5]. The main computational effort in 
lattice simulations goes into the inversion of huge 
sparse matrices for which one can choose between a 
large variety of highly optimized code using different 
algorithms (e.g. multigrid techniques) and usually pro
grammed in machine language. We did not optimize 
these solvers but used them as black box. 

The configurations analyzed were generated by the 
CLS collaboration (partly by us) in a large and long
term effort. These data are stored in Regensburg, 
Mainz and Berlin. Their generation was not part of this 
project. For data handling we used primarily HDF5. 
The project was funded by LRZ with 33 M corehours 
and profited in addition from the friendly user phase of 
SuperMUCNG. This project did not face any severe 
specific problems. The underlying theory and algo
rithms were well understood from the very beginning. 
It just required the processing of hundreds of 
Terabytes of data.   

References and Links

[1] W. Armstrong et al. (SANE Collaboration) Phys. Rev. Lett. 122 
(2019) 022002.

[2] https://inspirehep.net
[3] M. Göckeler et al. Phys. Rev. D 72 (2005) 054507.
[4] S. Bhattacharya et al. ArXiv:2004.04130.
[5] https://github.com/usqcdsoftware/qdpxx

223

Figure 2: Preliminary results for d2 of the proton, continuum extrapolated to 
the value at the left. Several points have been displaced a bit horizontally to 
avoid overlapping error bars. The blue band is the results of a global fit to all 
data, including all dependencies on simulation parameters. 

Figure 3: The same for d2 of the neutron. 

Figure 1: Compilation of the experimental and theoretical results on d2 taken 
from a recent publication of the SANE collaboration [1], downloaded from 
iNSPIREHP [2]. The red and blue bands at the bottom of the figure give 
estimates for systematic uncertainties of the experimental results.



Introduction

Over the last century, highenergy particle colliders 
such as the LHC have played a crucial role in 
improving our understanding of the universe. But with 
accelerators aiming for ever higher collision energies, 
the size and cost of these facilities has drastically in
creased. To reach the teraelectronvolt frontier, accel
erators using radiofreuqncy technology require tens of 
kilometers of acceleration length are required and 
such accelerators will eventually become too expen
sive to be built. Accordingly, a number of alternative 
accelerator concepts have been explored over the last 
decades. One of the most promising is wakefield ac
celeration in plasmas.

The technology relies on an intense drive beam, either 
a laser pulse or a particle bunch, ploughing through a 
plasma medium and pushing the electrons aside by 
their ponderomotive force or Coulomb repulsion, re
spectively. This sets up charge separation fields that 
pull electrons back and cause them to oscillate around 
their equilibrium position. As the driver travels though 
the medium with a velocity close to the speed of light, 
the field structure ("wakefield'') follows it at the same 
speed. Electrons injected into this moving wakefield 
can be accelerated as a socalled witness bunch. The 
accelerating field structure has a typical length scale 
given by the plasma wavelength, and both accelerat
ing and focusing gradients are several orders of mag
nitude larger than in radiofrequency (RF) accelera
tors, leading to very dense and ultra short accelerated 
particle bunches (some tens of femtoseconds dura
tion). Depending on the driver type, the process is 
either called laser wakefield acceleration (LWFA) or 
particle wakefield acceleration (PWFA). While the for
mer can be studied at many highintensity laser labo
ratories at drive pulse powers starting at the terawatt 
level, the latter typically requires drive bunches that 
can only be provided by a nationallaboratory scale RF 
accelerator.

In this project „Hybrid wakefield concepts for electron 
acceleration and radiation generation“ [1] we are in
vestigating new concepts for wakefield acceleration in 
plasmas. In particular, we focus on improving our 
understanding of laserdriven wakefields as potential 

Xray source for different laser parameters and show 
how a laserdriven accelerator can provide the seed 
for a beamdriven wakefield accelerators, thus en
abling PWFA studies on a laboratory scale.

Results and Methods

The first prerequisite for a plasma wakefield accelera
tor is the presence of a plasma wave itself. We have 
measured the generation of such wakefields in experi
ments using phase contrast imaging of the density 
modulations of plasma waves. This technique has 
been previously employed to measure laserdriven 
plasma waves and we have for the first time used it to 
observe electrondriven plasma waves [2]. To make 
this distinction we use a thin foil acting as plasma 
mirror to reflect the laser and assure that only the elec
tron beam can propagate into a second gas stage. A 
first observation was that the phase contrast signal in 
this second stage is much more pronounced in case of 
a preionized plasma. We simulated both the initially 
neutral and the preionized case and found that beam 
selffocusing is much weaker in the case without pre
ionization. This effect can be understood when consid
ering the field structure of a relativistic electron bunch. 
Due to the vanishing fields on axis, the head of the 
bunch does not ‘see’ a plasma but only gas and will 
therefore not selffocus. We also noticed an unex
pected difference of the overall structure of the plasma 
on a picosecond timescale in the laser and beam
driven cases. We have used SuperMUC to perform 
particleincell simulations of this system. The feature 
could initially not be reproduced in simulations until we 
realized that ion motion (which is usually neglected in 
laser wakefield acceleration) can be significant on pi
cosecond timescales. Including a separate ion species 
immediately showed the appearance of a conelike 
feature (see Fig.1), which is caused by the pondero
motive force of the plasma wave on the plasma ions. 
This leads to the formation of a density peak on axis 
and an expanding ion ring off axis. Remaining quasi
neutral, the plasma electrons follow the ion motion, 
thus yielding the observed diffraction pattern of the 
probe beam.

Using SuperMUC we have also performed detailed 
threedimensional numerical simulations that demon
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A new twist on plasmabased accelerators

strate a novel configuration for a laserwakefield beta
tron source that increases the energy of the Xray 
emission and also provides increased flexibility in the 
tuning of the Xray photon energy. This is made by 
combining two LaguerreGaussian pulses with non
zero net orbital angular momentum. We noticed that, 
because the phase velocity of a focused laser pulse 
depends on its orbital angular momentum (OAM), the 
laser intensity pattern associated with a superposition 
between multiple higher order modes, with different 
amounts of OAM, will exhibit a rotation about the prop
agation axis. Using these simulations, we were also 
able to understand this rotation from a perspective of 
the motion of light rays. Each photon in an OAM laser 
pulse will have an azimuthal component on its velocity. 
This rotation cannot be clearly seen if only a single 
mode is present, because each pure OAM mode is 
cylindrically symmetric. Adding several modes togeth
er will break the azimuthal symmetry of the intensity 
pattern of the resulting laser pulse. This way, the 
rotational motion of the photons can then become 
apparent. Naturally, this rotation only occurs if the 
combined OAM is finite. The simulations revealed that 

this rotation on the laser intensity also induces a 
corresponding a rotation of the driven plasma waves, 
thus inducing a helical motion of the relativistically 
accelerated electrons. These results may pave the 
way to new electron beam configurations to drive 
plasma wakefields.

Ongoing Research / Outlook

Our research paves the way towards new compact 
radiation sources. We have recently observed first 
electron injection and acceleration in a laserseeded 
PWFA [4]. Future experiments may lead to the pro
duction of highbrightness electron beams or beams 
with tailored OAM for radiation generation. 
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Figure 2: 3D simulation results showing the trajectories of a sample of relativistic electrons from the rotating wakefield (left panel) and nonrotating (right panel) 
wakefields scenarios, coloured according to the energy. Electrons move towards higher values in the x1 axis.

Figure 1: Shadowgram of picosecond ion motion due to the beamdriven plasma wave. Left: Experimental data. Right (top to bottom): Simulations of the shadow
graphs, electron and ion distributions. Trajectories of ions are shown in the bottom right plot.



Introduction

The starting of Large Hadron Collider (LHC) in 2008 
has been a key moment in the history of high energy 
physics. Even if the Standard Model of particle physics 
(SM) revealed very robust versus numerous 
experimental tests performed the past 50 years, some 
questions are still open, especially in the physics of 
quarks: such as the origin of the strong hierarchy 
observed among quark masses, the dynamics at work 
in the mixing pattern among quark flavors (u, d, c, s, t, 
b), the excess of the baryonantibaryon asymmetry 
observed in the Universe with respect to what is 
expected by theoretical predictions of the SM. Thus, 
one has in mind to test the full set of New Physics 
models (NP), whose goal is to describe interactions at 
higher energy than the electroweak scale, 100 GeV, 
versus experimental measurements that are available 
at the moment or in the next future. To fully exploit 
experimental data in flavor physics, the goal is to 
detect deviations from the SM and then constrain 
efficiently the NP scenarios. In order to do so, theorists 
have to reduce as much as possible the uncertainties 
coming from the confinement of quarks in hadrons 
(mesons and baryons like the proton, the neutron, the 
pion, etc). Let’s remind that 99% of the mass of the 
proton comes from the strong interaction mediated by 
the exchange of gluons, whilst only 1% of the 
observed amount of mass finds its origin in the 
presence of the Higgs boson among fundamental 
particles. The estimate of the confinement effects is 
really difficult in theory and the only robust way to do 
so is via lattice QCD simulations [1]. Under that 
general respect the purpose of our project is to 
provide hadronic inputs to study how various beyond 
the SM (BSM) scenarios [2, 3] are constrained from 
b → c quark decays.

Results and Methods

Semileptonic decays of B
S
  →  D

S
 ? are particularly 

interesting in phenomenology. Mediated in the SM by 
a W weak boson, the b → c current is lefthanded with 
the Lorentz structure (VA). Scenarios beyond the SM 
with nonvanishing righthanded couplings have been 

proposed. Such currents are helicity suppressed, i.e. 
they are reinforced in the case of a  lepton emission 
with respect to the muon or the electron, typically 10 
and 2,000 times lighter than the τ, on the leptonic side 
of the process. Thus, it is appealing to include it in 
constraints of that corner of NP scenarios. The aim of 
our proposal is to extract form factors associated to 
the hadronic transitions B

S
  →  D

S
 lν

i
 mediated by 

currents allowed in SM and in NP scenarios. The most 
elegant approach to deal with the quark confinement 
in hadrons is lattice QCD. One regularizes the field 
theory of the strong interaction, quantum 
chromodynamics (QCD), by introducing a hard cutoff, 
the lattice spacing. A MonteCarlo simulation gives a 
set of background gluon fields with a probability 
distribution derived from the QCD Lagrangian (thus, by 
construction, it incorporates quark loop effects of the 
sea) and correlation functions are computed from an 
average over that set of fields: it precisely corresponds 
to the path integral formalism of quantum field theory. 
The only parameters of the simulation are the bare 
strong coupling constant and the bare quark masses. 
The final result is obtained after an extrapolation to the 
continuum limit (the lattice spacing is made smaller 
and smaller). The numerical work done on SuperMUC
NG consists in inverting the Dirac operator with a 
background field corresponding to a set of gauge 
fields among the sets of different gauge ensembles 
that we analyze. The inverse of the Dirac operator is a 
quark propagator. The source can be itself a quark 
propagator, for instance to compute 3pt correlation 
functions. Those propagators have color, spinor and 
spacetime indices. A 2pt correlation function is given 
by the trace of the product of two quark propagators 
while a 3pt correlation function is given by the trace of 
the product of 3 quark propagators. The Dirac matrix is 
sparse and illconditioned. We take advantage of the 
former property by using domain decomposition 
methods that are particularly suitable on massively 
parallel machines. The latter property needs 
sophisticated algorithms. We use a solver based on 
evenodd preconditioning, Schwarz alternating 
procedure (right preconditioning), deflation subspace 
projection (left preconditioning) and the Generalized 
Conjugate Residual algorithm to solve in mixed 
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Study of anomalies in B decays as a probe of New Physics

precision. The simulation was a subset of 30 
configurations of size 643 x 128 points, each of them 
made of four 3 x 3 complex matrices [4]. For each 
configuration, 792 Dirac equations were solved in 20 
separate jobs. Each job was using 2,048 cores. Per 
configuration, the output consisted in 168 ASCII files 
containing 2pt and 3pt correlation functions. The total 
size of output stored on $SCRATCH is 10.6 GB. The 
simulation stored on $WORK had a size of 560 GB. 
We have used 16 M corehours up to now.

Ongoing Research / Outlook

SuperMUCNG has helped us to get values of form 
factors at one point of the parameter space (lattice 
spacing, pion mass) among the 8 we will consider in 
the full analysis. The simulation performed here has a 
very large volume compared to others used in our 
global scientific project, needing such a large HPC 
facilities like SuperMUCNG. Petascale 
supercomputers such as SuperMUCNG have clearly 
a transformational impact on our field. We plot in 
Figures 1 and 2 the very first quantities extracted from 
the simulation: 2 heavystrange meson masses 
obtained from 2pt correlation functions and the elastic 
form factor in function of the relative velocity at the 
current. The statistics analyzed so far is quite low 
because our jobs are very expensive. To assess 
systematic effects a lot of correlation functions at 
different quark masses, momenta and source kinds 
have to be computed. The complete project takes 
more than two years, computations are shared among 
several HPC systems in France and Germany. That is 
why, at this stage, it is too early to get the answer to 
the scientific question we asked about the constrains 
of NP scenarios coming from b → c quark decays.
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Figure 2: Form factor of the DS elastic transition, in the heavy quark limit, in 
function of the relative velocity.

Figure 1: Effective mass of 2 heavystrange mesons made of a strange quark 
and either a charm quark or a “light” bottom quark.



Introduction

Quarks are the constituents of the massive basic 
building blocks of visible matter. These building blocks 
are the hadrons, more precisely protons and neutrons, 
which are about 2,000 times heavier than electrons. 
The most important of these quarks are the up and the 
down  quarks, whereas the strange quark also plays 
some role in these hadrons. A proton contains two up 
quarks and one down quark, whereas the neutron 
consists of one up quark and two down quarks (so
called valence quarks). In normal conditions, as on 
earth or even in the sun, the quarks are confined in 
hadrons, they can not get out. The confining force is 
called the strong force, the underlying theory is the 
theory of the strong interactions, or in other words, 
Quantum Chromo Dynamics, or in short QCD.

It is important to note that quark masses are constants 
of nature. They are what they are, and experiments 
can not change them. In nature, the up and down 
quark masses are just a few permill of the proton's 
mass, whereas the strange quark mass is about one 
tenth of the proton's mass.

In the early universe, at very high temperatures, the 
quark ingredients of protons and neutrons were freed. 
We call this state the deconfined phase. They were 
not confined in protons or neutrons, in some way 
these hadrons were boiled and the ingredients got 
liberated. As the universe expanded and cooled down, 
the quarks got confined in hadrons. We call this state 
the confined phase. It is an interesting question to tell 
the order of the transition between these two—
confined and deconfined—phases. Is it a first order 
phase transition, as in the case of boiling water? Or is 
it a second order phase transition? Or it is not a phase 
transition at all, just an analytic transition, as  in the 
case of melting butter? It was believed for a long time 
that the transition between free quarks and confined 
quarks is a first order phase transition. It is easy to 
understand why physicists conjectured this sort of 
transition type. When we boil water, the attractive 
forces between the water molecules are not strong 
enough to keep them together, and the water 
molecules get  liberated. Similarly, it was believed that 
the qualitative difference between the confined and 

liberated quarks is so  huge  that  it  must  be  
accompanied  by  a  first order phase transition. What 
would that mean for the early and even for the present 
universe? A first order phase transition is always a 
place for dramatic changes. Bubbles or droplets 
appear, they grow and finally fill out the whole space. 
This happens for the water vapor phase transition, and 
this would be the case for a first order QCD phase 
transition, too. Bubbles would appear, they would 
collide, and the low temperature confining phase 
would fill the whole universe. During the course of the 
phase transition, various remnants would appear, such 
as quark nuggets, or primordial black holes, just to 
mention two of them. These remnants could have 
cosmological consequences, or they could be even 
detectable by experiments. Despite the efforts of three 
decades, no such remnants were detected. Are our 
experiments not sensitive enough (this is  the more 
plausible scenario)? Or even worse: is the underlying 
picture false (this seemed to be a less  plausible 
scenario)?

Lattice methods

It was a heroic effort to determine the nature of the 
phase transition for physical quark masses, which our 
group carried out in 2006 and published in Nature [1] 
(this publication turned out to be the most cited lattice 
paper of the present century). This finding has 
fundamental consequences for the early universe, and 
for the possible remnants we might detect even today. 
Note, however, that the result not only has relevance 
for the early universe (Big Bang), but also for heavy 
ion collisions (Little Bang), which are carried out at the 
RHIC (Brookhaven, USA) and LHC (Geneva, 
Switzerland) accelerators.

Since it is such a fundamental result, it is important to 
repeat it with present day techniques and 
computational resources, which are far better than 
they were two decades ago. Most importantly, we 
should work with a discretization scheme which does 
not take roots of the determinants naturally appearing 
in the calculations, but uses the exact chiral symmetry 
of the theory (chiral symmetry appears when quark 
masses are zero). Unfortunately, these sort of 
discretization schemes are at least two orders of 
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The QCD phase diagram in the quark mass plane

magnitude more CPU demanding than the 
discretization scheme of the old calculation from 2006, 
which used the socalled staggered formalism (which 
also possesses  some  of the  original chiral  symmetry 
of   the underlying QCD theory).

One important remark is in order. For many quantities 
chiral symmetry is less important. For instance, in 
2008, we determined the mass of the proton and 
about a dozen other hadrons [2] (this work became 
one of the breakthroughs of the year of 2008 in all 
sciences). On the one hand, the masses of these 
particles do not rely on chiral symmetry and the 
calculation did not have any difficulty related to 
chirality. On the other hand, the quark masses are so 
small (as we mentioned, they are only in the permill 
range of the proton's mass) that the behavior of the 
QCD transition is close to the massless case. In 
addition,  during the transition, the rapid change in the 
order parameters are all related to chiral quantities (for 
completeness: chiral condensate and chiral  
susceptibility). Therefore, one expects that a exactly 
chiral discretization scheme would lead to a cleaner 
description than other discretization schemes. Having 
said that, in principle the technique of the old results 
from 2006 should be correct, since all discretization 
schemes should give the same results as we 
approach zero with the lattice  spacing. The only 
question is how fast one can reach the socalled 
scaling regime, where the deviation from the 
continuum result is fully controlled and it behaves as a 
power of the lattice spacing.

Results and further plans

Since the nature of the transition is an extremely 
crucial, fundamental information and all of the 
quantitative features (transition temperature, equation 
of state etc.) depend on it, it is very important to pin 
down the transition's nature for various points on a 
hypothetical light quark versus strange quark mass 
plane. This will embed the finding for the physical point 
and gives it further support. Here it is of particular 
importance to locate two characteristic points. The 
small mass and the large mass degenerate cases. For 
zero mass we expect a first order phase transition, 
which becomes second order if we increase the 
masses, after which it is an analytic crossover, 
probably all the way to the physical point. For infinitely 
large masses, the transition is known to be first order. 
Again reducing the masses all the way down to the 
physical point, with analytic crossover one should find 
a mass value with a second order phase transition. 
These cases are illustrated in Figure 1. Our goals are 
threefold. a) Determine the nature of the transition at 
the physical point with chiral fermions and with very 
fine lattices using socalled staggered formalism; b) 
locate the small mass, second order phase transition 
point (this task needs probably chiral fermions, too, but 
the first steps can be done with staggered fermions); 
c) locate the large mass second order phase transition 
point (in this case chiral symmetry is not important—
staggered fermions can be used).

The diagram in Figure 1 is a modern version of what 
was first sketched by the Columbia group in Ref. [3]. 

Nature with its given quark masses is represented by 
a single point in this Figure. This physical point is in 
the region where the confined and plasma phases are 
not  separated by a real transition. Those quark 
masses where such a transition is to be expected to 
be second order are marked red in the diagram. Our 
project aims to calculate these lines, since the position 
of these are, at present, unknown in the continuum 
limit.

Thus, we make simulations on LRZ's SUPERMUCNG 
system on a wide range of lattice resolutions and 
sizes. We determine the order of the transition by 
monitoring the fluctuations of the order parameter in a 
finite volume scaling analysis. Our first round of 
simulations focused on the top right corner of the 
phase diagram in Figure 1, where we identified a 
boundary line between the first order and crossover 
behavior.

Through the study of the phase structure of the 
strongly interacting matter in this enlarged parameter 
space, we will also learn something about QCD with 
Nature's choice of the quark masses. We'll be able to 
make connections to the phase structure of the 
strongly interacting matter in actual collider 
experiments. For this, we'll quantify the relation of the 
critical quark masses (red lines in Figure 1), and the 
quark densities in high energy accelerator 
experiments.
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Figure 1: Location of three exemplary potential decentralized retention 
basins. The basins are situated on the brook and are dammed up by notional 
dams.



Introduction

Quantum chromodynamics (QCD) is the theory that 
describes how the elementary quarks and gluons are 
bound by the strong force to form nuclear matter. The 
exchange particles of the strong force are gluon 
fields. 

One particular feature of the strong interactions is a 
phenomenon called confinement: only bound states of 
the elementary fields can be observed at low energies 
due to the strength of the binding. This phenomenon 
occurs already in the pure gluonic part of QCD, called 
SU(3) YangMills theory (YM), since it includes a self 
interaction of the gluon fields. The low energy effective 
theory of SU(3) YM is described by glueball states that 
are bound states of gluons.

There is so far no analytical understanding of the 
mechanism behind confinement. Therefore only large 
scale numerical simulations provide insights into the 
low energy properties of the theory.

We investigate a supersymmetric version of SU(3) 
YangMills theory. Supersymmetry relates fermonic 
and bosonic particles. Thus the theory requires 
fermionic partners of the gluon fields, called gluinos. 
These need to have similar properties like the gluons 
and are therefore described by Majorana fermions in 
the adjoint representation of the gauge group. The 
theory can thus be seen as a version of QCD with a 
different fermion content: the number of fermions is 
reduced and instead of the quark fields that transform 
in the fundamental representation, fermions in the 
adjoint representation are considered.

The investigations of supersymmetric theories have 
several motivations. The most prominent one is the 
relation to extensions of the Standard Model of particle 
physics. The Standard Model describes all know 
particles and their interactions, except gravity. It is a 
wellestablished theory, but it has several limitations. 
For example, a large amount of matter in the universe 
is currently not described by the Standard Model. 
Astronomical observations provide good indications for 
the existence of this additional dark matter. Further
more, there are conceptual drawbacks like the Hierar
chy problem. The search for an extension of the Stan
dard Model towards a more complete description of 
nature has been going on for several decades and 
supersymmetric theories are one of the most promi
nent candidates for such extensions. Figure 1 shows 
the basic idea of supersymmetric extensions. The 
bosonic fields are complemented by fermionic partners 
and fermion fields get bosonic counterparts. Since the 
partner particles have so far not been observed in 
experiments, there must be a nonperturbative break
ing mechanism for supersymmetry at low energies. 
This is one motivation for studying supersymmetric 
theories with nonperturbative methods such as nu
merical lattice simulations.

The second recent motivation for our investigations of 
SU(3) supersymmetric YangMills theory (SYM) are 
theoretical considerations of supersymmetric gauge 
theories. These theories allow, due to the extended 
symmetry, for analytic approaches to describe the 
confined phase and a possible general understanding 
of the confinement mechanism.

One very interesting question that can be answered 
only by nonperturbative methods is how the super

symmetry of the fundamen
tal theory is reflected in the 
bound states at low ener
gies. It has been conjec
tured that the bound states 
form certain chiral super
symmetry multiplets com
posed out of a fermion to
gether with a scalar and 
pseudoscalar bosonic parti
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Figure 1: Simplified picture of the supersymmetric extension of the standard model: the bosonic 
particles get additional fermonic partners and vice versa. In the standard model the interactions 
between the quarks and leptons are mediated by the gauge bosons: the strong interactions by 
the gluons, the electromagnetism by the photons, and the weak interactions by the W and Z 
bosons.



Simulating bound states of gluons and gluinos

cle [1,2]. These particles are supposed to be glueballs, 
gluinoballs, and gluinoglueballs. Gluinoballs are 
mesonlike particles and the gluinoglueballs are 
exotic particles that have no similar counterpart in 
QCD. The formation of these multiplets can only be 
investigated based on numerical lattice simulations.

Results and Methods

Numerical lattice simulations
The method of numerical lattice simulations is based 
on a discretized version of the continuum theory. The 
discretization breaks supersymmetry since it is tied to 
the symmetries of spacetime. In a classical theory, 
the recovery of the symmetry is straightforward when 
going to finer and finer discretizations corresponding 
to the continuum limit. In a quantum field theory, this is 
in general not guaranteed and requires detailed 
theoretical considerations of operator mixing. In SYM 
this can be solved by a specific tuning of the gluino 
mass. This implies that two limiting procedures are 
required: the extrapolation of the gluino mass to the 
socalled chiral limit and the continuum limit.

Besides these theoretical complications, there are also 
technical challenges in the simulations of SYM. The 
bound states provide quite noisy signals and we had 
to develop our own tools and simulation package for 
this theory. Despite these challenges, we were able to 
obtain the first final results extrapolated to the chiral 
continuum limit of the bound state particle spectrum in 
SU(3) SYM.  

Determinations of bound states
The bound states of the theory are defined by their 
quantum numbers, their transformation properties 
under the basic symmetries of the theory. How they 
are composed from the elementary fields and what 
kind of effective size they have is determined by the 
nonperturbative dynamics. In order to get a good 
signal for the masses, the lattice operators are re
quired to have a reasonable overlap with the consid
ered state of the theory. This can be achieved by a 
numerical optimization of the operators. We have 
tested our methods with an investigation of the bound 
states in SU(2) SYM. As shown in Figure 2, we have 
been able to extract even data for the first excited 
state in each channel.

After we have established our methods for the bound 
state determination, we were able to approach our 
final goal, the determination of the bound states in 
SU(3) SYM.  The simulations are more expensive than 
for SU(2) SYM or QCD. Therefore we have optimized 
our simulation strategy using a oneloop improved 
fermion operator. This allowed reliable simulations 
already with rather small lattice sizes. The final results 
extrapolated to the combined chiral and continuum 
limit are shown in Figure 3.

Our results have thus confirmed for the first time the 
multiplet formation in the low energy effective theory of 
SU(3) SYM. This important observation also shows 
that the lattice simulation of the theory and reliable 
extrapolations towards the supersymmetric continuum 
limit are possible. 

Ongoing Research / Outlook

Based on these findings, we are now able to 
investigate further properties of the theory. In particular 
interesting are the phase transitions and the formation 
of a gluino condensate at low temperatures, since 
there have been several theoretical studies about this 
subject. 

Furthermore, we are currently starting to explore the 
simulations of supersymmetric QCD, which requires 
the addition of quark fields and their partners, the 
bosonic squarks. In addition, we are investigating 
better implementations of the symmetries of the theory 
on the lattice using overlap fermions [5].
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Figure 2: The measurement of lightest and first excited states in SU(2) SYM. 
The expected multiplet structure suggests scalar (0++), pseudoscalar (aη', 
gb+), and fermionic (gg) particles with the same mass. The ground states 
are marked by (0). We found that the (gb+) has better overlap with the first 
excited state. The results are presented in terms of the gradient flow scale 
w0. Further details are presented in [3].

Figure 3: The final results of our simulations of SU(3) SYM extrapolated to the 
chiral continuum limit. In this case a quadratic form of the corrections by the 
finite lattice spacing (a) is assumed.  The data shows the formation of a 
multiplet of gluinoglue (gg), scalar (0++), and pseudoscalar (aη') particle. 
Further details can be found in [4].



Introduction

The transition amplitudes for Bmeson (and Dmeson) 
decays B → ππ and B → Kπ determined in pure QCD 
are an essential ingredient to the investigation of 
semileptonic B decays in the effective electroweak 
sector of the Standard Model. These flavor changing 
processes, involving b  →  u l– ν and b  →  s l+ l–, are 
goldplated candidates at the highprecision frontier in 
the search for physics beyond the Standard Model. 
The rigorous calculation of such matrix elements must 
take into account the interaction due to elastic scatter
ing of the final ππ and Kπ 2hadron state. In particular, 
enhancements for decays via an intermediate reso
nant excitation in the elastic regime, such as 
B → (ρ → ππ) and B → (K* → Kπ), require a fully non
perturbative treatment. These are examples of so
called 1  →  2 transitions and their conversion from 
lattice to infinite volume amplitudes requires the tech
nique originally introduced in [1], and recently general
ized in [2].

Results and Method

The major steps in our lattice QCD calculation are 
spectroscopy and mapping to scattering amplitudes 
(1) for ππ isospin I = 1 with focus on Pwave 
(ρ resonance) channel and (2) for Kπ I = ½ with focus 
on Swave (κ resonance) and Pwave (K* resonance). 
Step (3) is the production of 3point functions for B, D
meson and ππ and Kπ initial and final states and 
mapping of extracted matrix elements to infinite
volume amplitudes, based on items (1) and (2). The 
required Wick contractions to construct 2point correla
tion functions and matrices thereof for variational 
analysis are calculated based on SuperMUCNG 
partitions with 1,536 (C13) and 2,592 (D6) cores and 
approximately 25,000 corehours per job, and using 
the C/C++ QLUA software suite [3] and QOPQDP
multigrid inverter. With SuperMUC Phase 2 and 

SuperMUCNG based data, we analyzed Kπ elastic 
scattering in (I)JP = (½)1– and (I)JP = (½)0+ channels 
on ensembles C13 and D6 with parameters given in 
Table 1.

We fit energy levels predicted by the Lüscher quanti
zation condition to our observed spectrum. From com
bined analysis for S and Pwave with various Kmatrix 
parametrizations follow the S and Pwave phase 
shifts in Figure 1, see also [4].

To characterize the κ resonance, we extract the com
plex pole locations from several Kmatrix parametriza
tions. We show current determinations of the κ pole as 
given by PDG [5] in Figure 2, together with our pole 
values for Bugg’s and conformal parametrization 
(violet symbols). We can check the onset of tracking 
the pole location with pion mass: from 320 MeV to 180 
MeV. Our results—though still at larger than physical 
pion mass—become consistent with the PDG average 
(black clock symbol).

Ongoing Research / Outlook

With ππ and Kπ scattering amplitude information in 
hand, we simulate the beauty and charm meson 3
point functions for the transitions B, D → ππ , Kπ with 
analysis parallel to the πγ → ππ case in [6]. With the 
resources of SuperMUCNG, we can continue to 
probe the effect of coupled decay channels (KK for 
ππ, Kη for Kπ) and investigate systematic uncertain
ties (nonzero lattice spacing, finite volume, heavier
thanphysical up and down quark) to extrapolate to the 
physical world.
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Table 1: Parameters for C13 and D6 simulations.
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Figure 1: From combined analysis for S and Pwave with various Kmatrix 
parametrizations follow the S and Pwave phase shifts. See also [4].

Figure 2: Current determinations of the κ pole as given by PDG [5], together 
with our pole values for Bugg’s and conformal parametrization (violet sym
bols). We can check the onset of tracking the pole location with pion mass: 
from 320 MeV to 180 MeV. Our results—though still at larger than physical 
pion mass—become consistent with the PDG average (black clock symbol).



Introduction

The standard model (SM) of particle physics is 
experimentally well established. It very successfully 
describes all processes mediated by the electromag
netic, weak and strong forces. Nonetheless, several 
open questions remain unanswered and the SM is 
thus seen as an effective theory of a more fundamen
tal theory. For example, the SM does not contain 
gravity and cannot explain the large amount of dark 
matter seen in our universe. Furthermore, the Higgs 
boson is unreasonably light; a boson mass of the 
order of the Planck mass would be expected.

Supersymmetric extensions are an interesting step 
beyond the standard model. They provide an unifica
tion of gauge couplings at the GUT (Grand Unified 
Theory) scale and can explain why the typical energy 
scales of particle physics are much smaller than the 
Planck scale. Supersymmetric models also naturally 
provide a darkmatter candidate.

A straightforward extension of the SM is the minimal 
supersymmetric standard model (MSSM). This project 
addresses the strongly coupled subsector of this 
model, also known as N=1 SuperYangMills (SYM) 
theory. It describes interactions of gluons and their 
fermionic superpartners, the massless gluinos, and 
allows for a numerical treatment using lattice Monte 
Carlo simulations, similar as for lattice regulations of 
the strong interaction.

This nonperturbative treatment, however, is non
trivial. Lattice formulations explicitly break supersym
metry and consequently the mass degeneration within 
a supermultiplet at any finite lattice spacing. We start 
with a lattice formulation introduced by Curci and 
Veneziano [1] which is based on Wilsontype Majorana 
fermions. The Wilson term explicitly breaks supersym
metry and chiral symmetry at finite lattice spacing, but 
this breaking leads to a counterterm which is 
proportional to the gluino mass term. By adding an 
explicit gluino mass term this can be compensated, 
such that the renormalized gluino becomes massless 
in the continuum limit. Since the gluino mass term is 
the only relevant operator, both supersymmetry and 
chiral symmetry will be restored in the continuum limit. 

This approach is straightforward, but it requires a 
careful treatment of the continuum limit and implies 
studying a wide range of lattice sizes and spacings. 
This is numerically demanding and any improvement 
of the lattice regularization, as well as of the numerical 
methods, are thus highly welcome.

We introduces two novel concepts [2]: Firstly, we 
modify the original lattice formulation by adding a 
masslike term to the fermionic part of the action, 
similar to an oneflavor formulation of twistedmass 
QCD. By tuning the two mass parameters of the lattice 
action, a considerably improved mass degeneracy of 
the chiral partners in the VenezianoYankielowicz 
supermultiplet can be achieved, already at finite lattice 
spacing. Secondly, we apply an adaptive aggregation
based domain decomposition multigrid (DDαAMG) 
algorithm [3] for the calculation of twopoint correlator 
functions. This reduces the amount of CPU time for 
the numerous inversions considerably.

Results and Methods

For our study we perform lattice Monte Carlo simula
tions of N=1 SuperYangMills (SYM) theory and 
estimate boundstate masses of the different super
multiplet partners. To this end, we calculate twopoint 
functions on gauge ensembles, which are thermalized 
with respect to the LüscherWeisz gauge action plus a 
fermionic part with the twisted WilsonDirac operator. 
For the gauge coupling three values are chosen and 
for each coupling a range of gluino mass values for 
the extrapolation to the critical point (at vanishing 
gluino mass). In addition the twist mass parameter is 
varied to study the effect of the additional twist term on 
the boundstate correlators. 

The lattice calculations are numerical demanding, 
because of the adjoint representation of the gluino, but 
a lattice size of either 83 × 16 or 163 × 32 is possible. 
Most boundstate correlators have connected and dis
connected contributions. In particular the latter require 
large gauge ensembles to reduce the statistical noise. 
But also connected contributions of correlator func
tions with gauge fields, like for the gluinoglue, are 
afflicted by large statistical uncertainties.
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N=1 Supersymmetric gauge theories on the lattice

Performing calculations for different gauge couplings 
and gluino masses we find that the mass splitting of 
the chiral partners disappears at a twist angle of 45° 
degrees (see Figure 1). We can reproduce this for 
different gauge couplings and gluino masses. Further
more, the superpartner, the socalled gluinoglue, has 
a similar mass at finite lattice spacing. Our findings 
promises that both chiral and supersymmetry can be 
improved when using a twisted WilsonDirac operator 
at a special twist and an improved continuum extra
polation may be possible.

We also look at numerical aspects and analyze the 
performance gain due to the DDαAMG algorithm [3]. 
This algorithm is based on two ingredients: (1) a 
Schwarz alternating procedure (SAP) utilizes domain 
decomposition and deals with the UVmodes. (2) A 
coarse grid correction acts as an interpolation operator 
which approximates the small eigenvalues to tackle 
the IRmodes.

This algorithm has been successfully employed in 
lattice QCD studies and similar performance gains 
may be possible for a N=1 SYM theory, if the lowlying 
eigenvalues of the Dirac operator show a similar local 
coherence as in QCD.
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Figure 2: Time to solution vs. the numbers of right hand sides (RHS) of the 
linear system. The figure compares the timing for a standard CG solver with 
the DDαAMG solver on lattices of size 83 × 16 and 163 × 32.

To study the performance we use the DDαAMG library 
[4] but we had to generalize the hardcoded SU(3) 
gauge group to SU(Nc) with arbitrary Nc and repre
sentation. For the benchmark we choose the following 
setup: gauge group SU(3) in the adjoint represen
tation, lattice sizes 83 × 16 and 163 × 32, two multigrid 
levels, block size 24, mixed precision and solver com
bination FGMRES + redblack Schwarz. Figure 2 
shows the timings for up to 100 stochastic estimators 
and 5 point sources and a comparison to the conju
gate gradient (CG) algorithm, which typically has been 
the standard choice in the past. For these scenarios 
we achieve a speedup factor of 9 to 20, which is an 
enormous speed up. Consequently, we use this algo
rithm now for the calculation of twopoint functions of 
the adjointη' and adjointf0, where many stochastic 
estimators are required. It has much reduced the 
amount of required CPU time.

Ongoing Research / Outlook

The results are available as preprint [5] and have been 
accepted for publication in JHEP. The character of our 
study remains exploratory, however. With the granted 
CPU time, we were able to analyze the benefits of 
using a twistedmass Dirac operator for lattice studies 
of N=1 SYM theory and to demonstrate the perfor
mance gains when using the DDαAMG algorithm. For 
a reasonable estimate of the associated  supermulti
plets, however, a followup study is required. In 
particular, larger volumes and ensembles sizes are 
needed to reduce systematical and statistical errors.
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Figure 1: Mass estimates for the adjointη' and the adjointf0 (connected contributions only) for different gluino masses. For a twist angle of 45° degree (middle) 
both states have equal mass as in the supersymmetric limit.



Introduction

Our project (ATLMUC) runs simulations of high energy 
protonproton collisions in the large hadron collider 
(LHC) at CERN combined with a simulation of the 
ATLAS detector response on SuperMUCNG.   From 
2015 to 2018 LHC was running in its 2nd phase (LHC 
Run2) at a centreofmass energy of 13 TeV. The LHC 
operation was very stable and had an excellent effi
ciency close to or even beyond the original design in
tensity. The recorded data volume for Run2 exceeds 
the Run1 (20102012) volume by a factor 6.

The ATLAS experiment[1] is one of two multipurpose 
experiments at the LHC designed to record large 
numbers of these protonproton collision events.  The 
ATLAS collaboration has already published more than 
900 journal articles including the celebrated discovery 
of the Higgs boson. In searches for new phenomena, 
as well as for precise measurements, simulations of 
protonproton collisions, based on theoretical predic
tions, combined with a detailed simulation of the 
detector response are indispensable.

Moreover, extensive studies for detector upgrades in 
preparation for the future Run3 (202224) and the 
highluminosity Run (planned to start in 2027) are on

going. Figure 1 shows an example of a simulated 
event   under extreme pileup conditions where in a 
single LHC bunchcrossing about 140 simultaneous 
collisions take place. To record and disentangle such a 
high number of collisions is a complex problem and re
quires careful studies and preparation.

Such simulations are computationally expensive. The 
CPU time per event depends strongly on the complexi
ty of the event and ranges from few 100 seconds in 
simple cases up to ~hours in case of complex, high
pileup settings. Both, for detailed analysis of the data 
and upgrade studies large simulated samples are re
quired matching the about 10 billion recorded events.

The main focus of the future  LHC program are de
tailed searches for 'New Physics' processes, i.e. sig
natures from particles or interactions predicted in 
theoretical models beyond the Standard Model of par
ticle physics.  Such searches require additional sam
ples of simulated events for these processes, typically 
for multiple settings of parameters specific for these 
models. Also the absence of new signal events pro
vide important information, they can be used to set  
stringent constraints on these theories. One recent ex
ample of an exclusion plot for particles predicted in 
SuperSymmetric Models is shown in Figure 2 [5]. 

In many cases the scientific output of the ATLAS col
laboration is not limited by the capacity to process and 
reduce the data but by the capacity to produce suffi
ciently large simulated samples. Therefore using CPU 
resources at HPC systems such as SuperMUCNG is 
a crucial extension of  the worldwide LHC computing 
grid resources which primarily focus on data storage 
and reconstruction of LHC events.

Results and Methods

SuperMUC was integrated into the ATLAS production 
system to run a CPUintensive part of the Monte Carlo 
simulation of LHC events in the ATLAS detector. The 
integration required a gateway service to receive job 
requests, stagein input data, submit into the batch 
system, and stageout the output data. Due to the 
large number of jobs submitted, automatized submis
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Figure 1: Example of a simulated event in an upgrade study, comprising 40 sig
nal muons overlaid with minimum bias events consistent with an average pile
up of 140 collisions per bunch crossing.
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sion procedures are required. The gateway is provided 
by an ARC CE [2], running on a remote node, with 
keybased ssh access to the SuperMUCNG login 
nodes. Submission into the batch system and subse
quent monitoring proceeds using commands run via 
ssh. The workloads we are running on HPC systems 
are a welldefined subset of ATLAS central production 
workflows, in particular detector simulations based on 
Geant4 [3]. Geant4 is a toolkit for the simulation of the 
passage of particles through matter. It is CPUlimited 
and dominated by integer arithmetic operations. Simu
lating the passage of particles through matter is serial 
by nature. However, one can naturally parallelize the 
processing on the level of individual protonproton col
lisions. The simulation process requires large memory, 
in particular for the detailed mapping of the complex 
detector structure which exceeds the memory capacity 
per core  for independent processes.   ATLAS devel
oped a means to usefully use multiple CPU cores: af
ter an initialization step, the process forks to N 
subprocesses using copyonwrite shared memory. 
Each process then processes a stream of indepen
dent events, before merging at the end. This enables 
the efficient use of large manycore nodes as on 
SuperMUCNG.

The workloads are deliberately defined to be short 
(<4hrs), in order to maximize backfill potential. The 
project was accepted on the basis of backfill with pre
emptable jobs. If a job is killed by preemption, then 
the events already produced are merged and stored 
by the ARC CE, thus only the events inflight are lost. 
No memory dump of the processes is performed. On 
restart,  the simulation just continues with the next 
event. This preemptable workload is now used exclu
sively. 

This opportunistic use works well and is an important 
contribution to ATLAS simulations. 

An important improvement for ATLAS operation is the 
option to deploy the software environment in a large 
container image at SuperMUCNG .

Another new feature is the use of GlobusOnline [4] to 
stage in and out the data sets needed and produced 
by the processing. Further improvements could be 
made on the submission of multinode jobs and the 
backfill submission.

Ongoing Research / Outlook

The LHC Run3 is planned to start in 2022, and we 
expect an increase of the data volume by about a 
factor 3 compared to Run2. During the current 3year 
break of LHC operation, the analysis of the recorded 
Run2 data is actively ongoing. At the same time, 
improvements and upgrades are done for many com
ponents of the ATLAS detector. There is a continuous 
demand for event simulation, both to provide sufficient 
samples for ongoing Run2 analyses, and new simula
tion samples, adapted for the detector upgrades in 
Run3. We would be grateful if SuperMUCNG would 
continue to contribute to this effort. 

The option to use containers at SuperMUCNG facili
tates enormously the deployment of the software and 
configuration and opens up new prospects to run addi
tional workflows such as  reconstruction and complex 
analyses at SuperMUCNG and other high perfor
mance computing centres, which are actively devel
oped and tested.
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Figure 2: The plot above shows the observed and expected exclusion contours at 95 % confidence level from different searches for top squarks. The search for 
top squarks using decays to one lepton is shown in orange [5].



Introduction: the spin of nucleons

The proton and the neutron form the nucleus of all 
atoms we have discovered so far. Our picture of the 
inner most structure of these two nucleons is that they 
are bound states of partons, the quarks and the 
gluons, see Figure 1. The proton takes a spin of ½, 
which must be composed from the individual spins of 
its constituents. Quark models predicted that almost all 
of the proton’s spin is actually carried by the quarks.  It 
came therefore as a very big surprise that an experi
ment, the European Muon Collaboration (EMC), found 
that only half of the spin of the proton originates from 
the quarks [2]. This finding was named the spin crisis, 
and attempts to explain this puzzle led to an enormous 
amount of work.

The great difficulty to compute the spin of the proton 
directly from our theory of the strong interaction 
between quarks and gluons, quantum chromodyna
mics, is that this is a fully nonperturbative question. A 
principle way out is to formulate QCD on an Euclidean 
space time grid, socalled lattice QCD, which allows to 

perform numerical simulations of the theory on 
supercomputers. However, the computational demand 
of such simulations turned out to be so large that only 
with the advent of recent supercomputer architectures 
and major developments of the employed algorithms 
realistic simulations became possible. In this project 
[3], we were indeed able to carry out lattice QCD 
calculations in fully physical conditions and provided 
an abinitio computation of the individual contributions 
of the quarks as well as the gluons. In particular, we 
find that the gluons indeed carry a surprisingly large 
amount of the proton spin of about 40%. This result is 
consistent with the above mentioned experimental 
result which found that a large fraction of the spin 
must originate from the gluons.  Our work is therefore 
a major step forward to solve the very longstanding 
puzzle of the proton spin. 

Results and Methods

The simulations of lattice QCD are based on Markov 
chain Monte Carlo methods. In particular, we have 
used a Hybrid Monte Carlo algorithm which combines 
a Metropolis accept/reject step with a molecular 
dynamics time evolution of the gluon fields. This algo
rithm is used to generate gluon field configurations 
which are stored and then used to compute physical 
observables. Typical numbers of so generated gluon 
field configurations are 2,000–5,000. The lattice size 
we employ are 643 x 128 and 803 x 160 lattice points, 
and since the internal degrees of freedom of the quark 
and gluon field is 12, this amounts to a size of a single 
gluon field configuration of 19 and 44 GBytes, 
respectively. 

A basic ingredient to compute a physical observable 
are socalled quark propagators from which e.g. the 
proton mass or, as in this project, the individual contri
butions of quarks and gluons to the proton spin can be 
calculated. The quark propagators are computed by 
solving a very large linear system of equations with a 
coefficient matrix of 40 million time 40 million for our 
smaller lattice size. On first sight, this sounds imprac
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Figure 1: The inner structure of the proton, the spiral lines denote gluons which 
bind the quarks, the blue and green balls, together in the proton. Taken from the 
DESY figure database.
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tical, but what helps is that this coefficient matrix is 
sparse with only the diagonal and a few subdiagonals 
being filled. This allows to hard code the required 
matrix time vector multiplications as required in linear 
solver algorithms, e.g. conjugate gradient. In fact, in 
the early days of lattice QCD, the conjugate gradient 
algorithm has been the method of choice. However, 
since then substantial improvements could be 
achieved and nowadays algorithms, partly developed 
by us [4], based on multi grid methods are used which 
led to orders of magnitude reduced computational 
cost. It is only through these most significant algorith
mic improvements in combination with new, ever im
proved supercomputer architectures, which led to the 
success of this project.

The HMC simulations performed for the larger volume 
were performed on 125 nodes using a hybrid parallel
ization employing 16 MPI tasks with 3 OpenMP 
threads per node. By using the above mentioned 
highly optimized numerical algorithms like algebraic 
multigrid methods and 4th order force gradient inte
grators for the molecular dynamics of the HMC algo
rithm, the time per new gauge configuration could be 
reduced to 3 hours and 15 mins, resulting in 19,500 
corehours per trajectory. This requires a total of 60 M 
corehours for one physical point ensemble, producing 
3,000 gauge configurations of 132 TB in two parallel 
streams written during 200 days on the WORK partit
ion of SuperMUCNG. For the scaling of our algorithm, 
see Figure 2.

In a dedicated effort, which is embedded in the 
research programme of the Extended Twisted Mass 
Collaboration (ETMC), we were able to disentangle the 
various contributions to the proton spin. Since nature 
has decided—for an unknown reason—that besides 
the light up and down quarks also heavier strange and 
charm quarks exist, we included also the contributions 
of these quarks for the proton spin in order to obtain a 
comprehensive picture. The results can be seen in 
Figure 3, where we show the absolute size of the 
individual contributions as well as the percentage the 
different quarks and gluons contribute. Our finding that 
the effect of the gluons is rather large and that all 
contributions add up to the expected value of ½ pro
vides a nice confirmation of the experimental results 
mentioned above. The proton spin puzzle is going to 
be put together and we start to see the picture it 
reveals. 

Besides the spin, the proton also has an average 
momentum with a value of 1. In the same setup as 
was used for the proton spin we could also disentan
gle the various contributions of the quarks and the 
gluons to the proton average momentum, and we 
could nicely see that the different contributions add up 
to the value of 1, as observed in nature. 

Ongoing Research / Outlook

In this project [1] we could address a longstanding 
puzzle found already by the EMC collaboration [2], 
namely, why is the contribution of quarks of the proton 
spin so small, while quark models predict a much 
larger value? Addressing this problem through a 
dedicated effort and using large scale simulations we 
could demonstrate that it is the gluon contribution 
which brings the total spin of all constituents to the 
value observed in nature to ½. 

Although our work [3] is clearly a major step to 
completely solve the longstanding puzzle of the 
proton spin, for claiming victory still other steps have 
to be taken. The most relevant of these is to take the 
continuum limit. In lattice QCD, we use a finite 4
dimensional grid with a nonzero lattice spacing, de
noted by the letter a, to perform our nonperturbative 
simulations. However, what is really needed are re
sults in the continuum limit, meaning that the lattice 
spacing is sent to zero, while keeping the physical size 
of the system fixed. This means that we have to per
form further simulations at smaller values of the lattice 
spacing on correspondingly larger lattices. Hence, we 
plan simulations on lattices of size 963 x 192 or even 
larger. For this, even more powerful computational re
sources than the presently available are needed. Nev
ertheless, we consider our work a most important and 
major step forwards towards solving the proton spin 
puzzle.   
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Figure 3: The decomposition of the proton spin J. The dashed horizontal line 
indicates the observed proton spin value and the percentage is given relative 
to the total proton spin. We show the average of the quark and antiquark 
contributions of the up (u), the down (d) the strange (s) , and the charm ( c) 
quarks as well as their sum and the gluon (g). All contributions add nicely up 
to the spin of ½ of the proton, which is a major result towards the resolution 
of a longstanding puzzle. Figure taken from ref.[3]. 

Figure 2: The dependence of the lattice extent L on the cost for generating a 
new gauge configuration is shown. Due to our algorithm improvements we 
are now able to simulate physical light, strange and charm quark masses.
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Introduction

Energy conversion in nature is catalyzed by 
membranebound proteins that transform light or 
chemical energy into an electrochemical gradient 
stored across the membrane [1]. These processes 
take place in the photosynthetic and respiratory 
chains, but in cyanobacteria, they coexist within the 
same cellular compartment. To this end, cyanobacteria 
express the socalled photosynthetic complex I or  
NDH1 complex, a membranebound protein machin
ery that has evolved special adaptation to participate 
in both energyconversion processes. This 0.5 MDa 
redoxdriven proton pump catalyzes the electron 
transfer from reduced ferredoxin (Fd) that originates 
from the photosynthetic reactions in photosystem I, to 
plastoquinone (PQ) and employs the released free 
energy to pump protons across the thylakoid mem
brane [2]. Four different isoforms of NDH1 in the 
cyanobacterial cells are known: the NDH1L/L’ com
plexes employ the redox energy to pump protons and 
to increase ATP levels in the cell, whereas the NDH
1MS/MS’ isoforms are utilized for inorganic carbon 
concentration from CO2, that is further transformed 
into organic molecules. This latter process takes place 
in the CupA/S subunits of NDH1MS (Fig. 1b) with 
carbonic anhydrase (CA) activity. To gain insight into 
how the CO2 concentration process takes place in the 
photosynthetic complex I, we performed both quantum 
chemical calculations and large scale classical atom
istic simulations in combination with cryoelectron mi
croscopy (cryoEM) and biochemical experiments to 
elucidate the molecular principles of this new type of 
enzyme [3]. The work was done in collaboration with 
Jan Schuller from Max Planck Institute of Biochem
istry, and Marc Nowaczyk from RuhrUniversity 
Bochum, Germany.

Results and Methods

To understand the molecular principles of the carbon 
concentration process catalyzed by the photosynthetic 
complex I, we resolved the molecular structure of 
NDH1MS by cryoEM, and investigated its function by 
large scale classical and quantum simulations. 

The enzyme shows a global Ushape architecture, 
with the soluble electron transfer and CO2 concentrat
ing modules located on the same sides of the 
membrane domain (Figure 1a). The CupA/S CO2 con
centrating module presents a unique fold comprising 
mainly αhelices that drastically differs from canonical 
CAs. The catalytic site contains a Zn2+ ion with an 
exotic firstcoordination sphere formed by His130/
Arg135, and a  OH/H2O ligand (Figure 1b). Our calcu
lations suggested that CupA/S can catalyze the con
version of CO2 into HCO3

 with similar energetics as 
the canonical CAs [3]. 

The CupA/S module binds on the top of the NdhF3 
subunit of the membrane domain. In this subunit, we 
identified a nonpolar cavity that could channel CO2 
into the CupA active site (Figure 1c) and could further 
increase the catalytic efficiency of the carbon concen
tration process. Our MD simulations show that CO2 
can diffuse along this cavity (Figure 1c) [3].

The NdhF3 subunit is connected to the adjacent 
membranesubunit by buried charged residues. 
Moreover, a central axis of buried ionpairs and 
charged/polar residues extends along the membrane 
domain from the PQ binding site to the NdhF3 inter
face, that could transmit the energy signal from the 
electron transfer process to power the CO2 concen
tration process. These findings support how cyanobac
teria has evolved highly efficient carbon concentration 
mechanisms to survive under low CO2 conditions, by 
unique modular adaptations of a fundamental protein 
machinery involved in photosynthesis and respiration. 

The MD simulations were built based on our resolved 
cryoEM structure. Missing loops were modelled and 
we obtained a relaxed structure by using molecular 
dynamics flexible fitting (MDFF). 

To probe the dynamics and mechanism of the NDH
1MS complex we performed atomistic MD simulations 
of the whole cryoEM structure embedded in a lipid 
membrane, and solvated the system with water/ions to 
simulate its biological environment. The MD simula
tions were performed at T = 310 K and p = 1 bar within 
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an NPT ensemble using an integration time step of 
2 fs. Periodic boundary conditions (PBC) were em
ployed, and longrange electrostatic interactions were 
treated by the particle mesh Ewald (PME) approach. 
All the MD simulations were performed with the NAMD 
program package [4]. To study the catalytic mecha
nism of the CA module, we employed quantum chem
ical DFT and hybrid quantum/classical QM/MM calcu
lations. The DFT calculations were performed using 
the TURBOMOLE program, and the QM/MM calcula
tions were performed using a TURBOMOLE/CHARMM 
python interface.  The MD simulations comprise 
580,000 atoms and they are performed using ca. 900 
cores per replica. The work resulted in a publication in 
Nature Communications [3].

Ongoing Research / Outlook

The current SuperMUC project provided us with com
putational resources to study the molecular basis of 
the CO2 concentration mechanism by the photosyn
thetic complex I that is a fundamental process in biol
ogy. The ongoing work is focused on understanding 
how electrons arrive to the photosynthetic complex I. 
To this end, we resolved the molecular structure of 
NDH1MS in complex with its electron donor, 
ferredoxin (Fd). To probe the dynamics of the electron
transfer complex, we perform largescale atomistic MD 
simulations using the same setup as before.  Our pre
liminary data suggest that Fd could bind at the top of 
the electrontransfer module, in a binding site formed 
at the interface of the NdhS, NdhV and NdhI subunits 

(Figure 1d). The reduced Fd is further stabilized by 
specific interactions with loops that seem to be sen
sitive to the redox state of the system. Our future work 
will also investigate how the electron transfer is cou
pled to the proton pumping in the membrane domain, 
a process also relevant for the respiratory complex I.
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Figure 1: a) Structure of the NDH1MS complex showing the soluble domains that catalyze electron transfer (right) and carbon concentration (left) processes, and 
the membrane domain that is involved in proton pumping. b) Structure of the carbonconcentration module, formed by the protein subunits CupA/S that bind to 
NdhF3. The catalytic site contains Zn2+ and presents carbonicanhydrase activity. c) A nonpolar cavity located in the NdhF3 subunit could channel CO2 into the 
CupA/S module to increase the catalytic efficiency of the carbon concentration process. d) The electron donor, ferredoxin (Fd) binds at the electrontransfer 
module, at the interface of NdhS/I/V subunits. Figure adapted from reference [3].
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Introduction

In our lab, we probe the biophysics of Photosynthesis 
[1]. Photosynthesis fuels the metabolic pathways of 
numerous organisms in our biosphere. This is 
achieved by storing the solar energy into chemical 
bonds and by contributing to the atmospheric oxygen 
cycle. However, the diurnal cycle, or the environmental 
conditions induce fluctuations in the light intensity or 
quality, and thus they render it unreliable as a source 
of energy [2]. Higher plants have to cope with such 
fluctuations to sustain their homeostasis; too little light 
and photosynthesis cannot occur, too much and the 
photosynthetic apparatus is at risk of damage, due to 
oxidative stress [2]. Absorption of light and tunnelling 
of the associated energy towards the reaction centres 
of the photosynthetic apparatus are finelytuned in this 
context.

The photosynthetic apparatus has a central compo
nent: the major Light Harvesting Complex (LHCII) of 
Photosystem II (PSII). In green plants, LHCII is found 
as a trimer of polypeptide scaffolds with densely 
packed networks of pigments within (chlorophylls and 
catorenoids). LHCII is able (a) to capture the solar 
energy under normal light conditions, and (b) to 
quench the excess energy when the light absorption 
exceeds the capacity of the reaction centres (Fig. 1). 
LHCII within the thylakoid membrane has the potential 
to rapidly and reversibly switch between these roles 
via elusive conformations. At the quenched state, the 
absorbed energy in excess can be thermally dissipat

ed under mechanisms that 
are cumulatively referred to 
as nonphotochemical 
quenching (NPQ) of Chl 
fluorescence [2].

Several factors have been 
associated with NPQ: the 
increase of the trans
thylakoid membrane proton 
gradient (ΔpH) by lumen 
acidification, ion flows in 
the lumenstromal areas, 
changes in the carotenoid 
content of LHCII from 
Violaxanthin to Zeaxanthin 
by the xanthophyll cycle, 
and finally the photoprotec
tive protein PsbS that binds 
to LHCII, and can induce 
LHCII aggregation [4]. 
Research into these factors 
has led to the development 
of more efficient systems in 
the field of artificial photo
synthesis and the increase 
of crop yields. Our project 
has focused on the LHCIIPsbS interaction that affects 
(i) the LHCII aggregation within the thylakoid 
membranes of higher plants and (ii) the interpigment 
interactions within LHCII induced by LHCII conforma
tional transitions [3,5].

Results and Methods

Several LHCIIPsbS models 
were built at allatom (AA) 
resolution [3], and at the 
coarsegrain (CG) level [5]. 
These were embedded within a 
thylakoid membrane patch, or a 
thylakoid liposome (Fig. 2). We 
have proposed that in the 
transition of the LHCII trimer 
from the light harvesting to the 
quenched state, a change in 
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Figure 1: The chain C monomer of the major Light Harvesting Complex II (LHCII) is shown in greenblue cartoons (A). 
Chlorophylls are shown in green and carotenoids in red licorice. Under normal light, pigments absorb the solar energy and direct 
it to the reaction center of Photosystem II. Under excess light, LHCII switches to a quenched state where the absorbed solar 
energy in excess is dissipated as heat (B). Blue regions on the cartoons of A indicate important residues for the switch [3].
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Figure 2: A liposome is shown with two LHCII 
trimers and four PsbS monomers embedded 
within (A). LHCII trimer aggregation in the 
presence of PsbS. Trimers are shown in blue, 
red and orange surfaces, while PsbS is 
shown in iceblue surface (B).
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the shape of the protein is induced, that is associated 
with a thinning of the thylakoid membrane, also 
observed experimentally [5]. The change in the LHCII 
shape induces an accumulation of galactolipids 
around LHCII to lower the cost of hydrophobic 
mismatch. When PsbS is activated, it binds to LHCII 
proteins, the galactolipids around LHCII are expelled 
and thus LHCII is aggregating due to solvent (lipid) 
depletion. The proposed mechanism clearly explains 
why an enhanced pH gradient (ΔpH) is regulating the 
photosynthetic process. PsbS is able to control the 
LHCII trimer diffusion and aggregation within the 
thylakoid membranes through the manipulation of the 
induced hydrophobic mismatch at enhanced ΔpH [5]. 
The LHCIIPsbS models at AA resolution, along with 
numerous others, have also provided the complete 
computational framework to drive the LHCII conforma
tion between, previously elusive, different states, 
associated with light harvesting and quenched modes 
[3].

Thus, we have probed for the first and at the same 
time the effects of all the key NPQ factors, on the 
LHCII trimer conformation. The NPQrelated LHCII 
main conformational transitions reported (Fig. 3) are in 
line with the NPQ literature. However, even with the 
extensive sampling reported herein for the protein 
scaffold transitions, a hard switch between hight 
harvesting and quenching is still absent in the induced 
interpigment interactions probed by a common 
approach in computational chemistry [3]. Thus, this 
study has shifted the attention from the extensive 
conformational sampling, to the problem of accurately 
describing interpigment interactions within LHCII (i.e. 
by accurate ab initio methods) [3].

For this project, elaborate computational methods 
were employed to achieve our goals described in 
detail elsewhere [3,5]. In brief, PTmetaDWTE, or 
Parallel Tempering Metadynamics Simulations were 
employed at the Welltempered Ensemble (a variant of 
Replica Exchange) to probe how LHCII trimers (CG) 
aggregate within the thylakoid membrane of higher 
plants, or how LHCII conformation is altered upon 
LHCIIPsbS interaction at AA resolution (Fig. 3). A 
cumulative sampling of more than 150μs at AA/ CG 
levels of LHCII models was made possible by the 
SuperMUCNG allocated resources (17,000,000 core

hours). This has yielded a total of around 210GB 
production data in around five hundred files for 
analysis. A typical job was run on 3,072 cores.

Ongoing Research / Outlook

The gained understanding of LHCIIPsbS interaction 
and LHCII aggregation can further be exploited to 
guide future experimental or computational studies on 
plant photoprotection. We thank PRACE for awarding 
us access to the Petascale resource SUPERMUCNG. 
The work was cofunded by the European Regional 
Development Fund and the Republic of Cyprus 
through the Research and Innovation Foundation 
(Project: POSTDOC/0916/0049). Without the 
SuperMUCNG resources, the extensive sampling by 
the PTmetaDWTE method would not have been 
possible. The main limitations/obstacles for this study 
were the convergence of the results, which we 
overcame by the most extensive sampling of such 
systems up to date (150μs). In addition, the important 
shift in focus for the research in NPQ, that we 
proposed (from conformational sampling to accurately 
describing interpigment interactions), would be 
impossible to predict without the allocated amount of 
resources. SuperMUCNG could be employed for 
future studies to describe such interpigment interac
tions by abinitio methods. The setup of such simula
tions is under way, along with proposals for submis
sion to future PRACE/DECI calls. Unpublished results 
from this project (mainly related to the LHCIIlipid 
interactions in liposomes) are still under preparation 
for future publications.
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Figure 3: Conformational Changes for the 
LHCII transition from the light harvesting 
(green cartoons) to the quenched state 
(transparent cartoons). Arrows indicate 
the transitions. Selected LHCII helices are 
indicated for reference. 



Introduction

This Large Scale Project was awarded 35 million core
hours and has been focused on the realisation of 
studying systemic 3D blood flow at full humanscale. 
To achieve this we have utilised the lattice Boltzmann 
fluid flow solver HemeLB [1] to conduct simulations 
within vascular geometries generated from full human
scale MRI data. A key feature of this work was that two 
instances of HemeLB were coupled together to allow 
arterial and venous flow to be simulated simultaneous
ly. 

This work demands the extensive computational re
sources of a machine like SuperMUCNG to not only 
conduct simulations within an acceptable timeframe 
but also to generate and store the necessary input 
and output data. At the largest scale of a geometry 
consisting of multiple billions of data locations, files of 
multiple terabytes in size are generated. Achieving 
results at this scale requires a code that continues to 
scale well to large core counts. HemeLB, both in its 
single and coupled versions, possesses excellent 
scaling characteristics and these have been reinforced 
during this project.

The work of this project contributes to the work of  
CompBioMed [2], a European Commission funded 
Horizon 2020 Centre of Excellence, in developing 
HPC methods in the field of biomedicine and, in partic
ular, the development of a virtual human to assist 
clinicians in optimising the diagnosis and treatment of 
patients.

Results and Methods

A significant achievement that was made in the first 
year of this project has been to demonstrate strong 
scaling of the single version of HemeLB to almost 
310,000 cores on SuperMUCNG (see Fig. 1). This 
illustrates that our code can be efficiently deployed on 
this architecture at all scales regularly available (i.e. up 
to halfmachine scale) and can be extended to full
machine scale when block operations and stability of 
hardware permits. We were also able to demonstrate 

that the selfcoupled version of HemeLB was able to 
scale linearly to almost 30,000 cores with a human
scale test geometry (see Fig. 2) – an excellent result 
for a coupled code in an initial attempt. We expect that 
this could be further improved with a larger geometry 
and better load balancing of cores between the 
coupled geometries.

The focus of our work in the current allocation period 
was the development and deployment of coupled 
models of arterial and venous blood flow on 3D hu
manscale vascular geometries. In particular, these 
firstly concentrated on generating valid flow geome
tries from full body data. The second component of 
work coupled these geometries with subscale models 
for representing the capillary beds between arteries 
and veins. 

In the early stages of the project we were able to 
generate flow geometries of full systemic arterial and 
venous networks at a resolution of 60μm (see Fig. 3). 
This initial processing resulted in geometries consist
ing of 506,859,052 sites for the arterial domain and 
1,558,375,173 sites for the venous domain. This reso
lution was found to be the approximate limit for the 
SuperMUCNG before memory or wallclock limits 
were encountered. Recently, in collaboration with LRZ 
staff, we were able to develop a refinement tool that 
could subscale these domains to higher resolutions 
without utilising the most resource intensive compo
nents of the geometry generation process. This will 
halve the resolution and increase site counts for both 
geometries by a factor of eight. Developing 3D geome
tries of this scale, and particularly of the venous net
work, remains at the forefront of vascular simulation. 
In the near future we anticipate being able to make 
use of improved geometries to further our fullscale 
human simulations.

Significant work has also gone into developing and 
improving subscale models to represent capillary 
beds. In our work, these provide the crucial coupling 
links between the 3D arterial and venous simulations. 
We have two models we are comparing. The first is 
based on assigning velocity coupling factors between 
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linked inlets and outlets based on geometric properties 
and an assumed pressure drop between them. The 
second implements a resistorcapacitor representation 
of capillary beds as the coupling mechanism between 
simulations, this is based on models commonly used 
in 1D approaches. We are currently using a system of 
vessels from the left forearm to examine and compare 
the behaviour of these models. This domain is of 
medical interest for those suffering from kidney failure 
who require haemodialysis to remove waste products 
from the bloodstream. The insertion of an arteriove
nous fistula, often in the left forearm, provides an ac
cess point to the bloodstream for dialysis to take 
place. We plan to use our model to simulate both 
‘normal’ vessel behaviour and when specific arteries 
and veins are linked to form a fistula.

Simulation of vascular flow did not exhibit the extreme 
memory requirements observed in geometry genera
tion. Here, typical jobs could be executed on a mini
mum of 2880 cores with larger and longer jobs taking 
advantage of HemeLB’s scaling characteristics. The 
calculation speed was dependent on quantity of output 
information required and properties of the coupling 
scheme. Full data output for a large geometry could 
easily demand storage on the order of tens or hun
dreds of gigabytes depending on output frequency 
and data requirements.

Ongoing Research / Outlook

The simulation demands of 3D full human blood flow 
can only be met by HPC infrastructure like SuperMUC
NG. Even so, we implemented more efficient refine
ment techniques to overcome wallclock and memory 
limitations. 

We plan to continue the work of this project with the 
introduction of a 3D heart model (Alya, [3]) to the 
HemeLB studies and use the models developed to in
vestigate a range of cardiovascular conditions through 
simulation. 
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Figure 2: Strong scaling behaviour of selfcoupled HemeLB. This data was 
obtained with a total problem size of ~2x109 fluid sites. Markers indicate the 
ideal, observed and 80% of ideal performance.

Figure 1: Strong scaling behaviour of HemeLB up to fullmachine scale on 
SuperMUCNG. This data was obtained with a problem size of ~1010 fluid 
sites. Markers indicate the ideal, observed and 80% of ideal performance.

Figure 3: Systemic arteries (red) and veins (blue) that we are attempting to 
simulate at high resolution as part of our project. The smallest vessels 
captured here have a diameter of approximately 0.4mm. This figure indicates 
the significantly greater complexity of the venous network.



Introduction

Our current project [1] aims to deploy INCITE software 
environment on SuperMUCNG, and to predict binding 
free energies for a large set of compounds bound to 
several COVID19 protein targets. We thank GSC and 
LRZ for  awarding us this project with 30M corehours 
on SuperMUCNG at such a short notice to help us 
and the CompBioMed CoE to mitigate the COVID19 
pandemic [2]. Since the outbreak of COVID19, 
researchers around the globe have been attempting to 
develop drug which targets specific viral protein that is 
vital for its propagation [2]. However, the drug 
discovery process employed in the pharmaceutical 
industry typically requires about 10 years and $23 
billion for a single new drug which is obviously not 
useful in emergencies like this pandemic. The current 
process involves exploring the huge chemical space 
with in silico methods followed by in vitro and finally in 
vivo processes on the selected few compounds with 
filtering at each step. Irrespective of their level of 
accuracy, in silico methods involved rely heavily on 
human intelligence (HI) for applying chemical 
knowledge to filter out or suggest structural features 
that should be incorporated into proposed ligand 
molecules to improve their binding interaction with a 
target protein. This makes the process  slow and is a 
major bottleneck in the drug discovery process. 
Machine learning (ML) techniques are increasingly 
being used to overcome this bottleneck. Recent 
developments in deep learning (DL) allow generation 
of novel druglike molecules in silico by extensive 
sampling of the chemical space of relevance. 
However, their reliability depends heavily on the 
training data available; when insufficient reduces their 
effectiveness. Fortunately, physicsbased and ML 
methods are complementary and, hence, combining 
these two should provide a very efficient way to predict 
binding affinities. This is precisely the goal of this 
project. Here, we are developing and implementing a 
novel in silico drug design method coupling ML and 
physicsbased molecular dynamics (MD) methods 
(Fig. 1). Candidate compounds are selected from the 
output of a DL generative algorithm. The selected 
compounds are scored using physicsbased methods 
based on the binding free energies calculated and this 

information is then fed back to the DL algorithm for 
active learning, thereby refining its predictive 
capability. This loop proceeds iteratively involving a 
variety of physicsbased scoring methods with 
increasing level of accuracies at each step ensuring 
that the DL algorithm gets progressively more accurate 
in its predictions. Augmenting HI with artificial 
intelligence (AI) by supplementing chemists' 
knowledge can substantially reduce the throughput 
time for exploring this huge chemical space and hence 
improve the efficacy of exploration of real and virtual 
chemical libraries. The ongoing COVID19 crisis has 
exposed severe limitations in the current 
pharmaceutical mode of drug discovery and it is 
imperative to overturn it to urgently develop a drug. 
Our project is designed to accelerate the required 
transformation. This project is a theory and compute 
led initiative to be executed by a consortium consisting 
of experts of MD and ML methods in collaboration with 
experimentalists specialising in protein structure 
determination, chemical synthesis and binding affinity 
estimation [1]. It is part of the wider CompBioMed 
collaboration with partners in University of Chicago 
(UC), Argonne National Laboratory (ANL) and Rutgers 
university (RU). The team at University College 
London (UCL) leads the MD front of this project 
whereas the UC/ANL team performs ML. Our 
approach will have direct applicability in the 
pharmaceutical industry for quick identification of 
potent binders for a given target protein and binding 
pocket. In addition to the drug design aspect, our 
method can also be applied to diagnose the impact of 
protein mutations on the action of different drugs and 
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Figure 1: ML meets MD. Coupling the complementary molecular dynamics 
(MD) and machine learning (ML) methods for drug development in COVID19.
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Mitigating the COVID19 pandemic with an innovative approach to accelerate drug discovery

help in tackling drug resistance which is also 
anticipated to arise in COVID19.

Results and Methods

The major use of LRZ resources under project pn98ve 
was to perform large scale simulations and 
calculations related to two MD methods for binding 
affinity estimation, namely, enhanced sampling of 
molecular dynamics with approximation of continuum 
solvent (ESMACS) and thermodynamic integration 
with enhanced sampling (TIES) [3]. Both of them are 
ensemble simulation based methods which have been 
developed over past few years by the UCL team to 
estimate reliable and reproducible binding affinity 
estimates. ESMACS is an endpoint method that has a 
wider applicability domain and is useful in the hitto
lead step of the drug discovery process, whereas 
TIES is an alchemical method that is applicable only 
for estimating relative binding affinities for a pair of 
congeneric compounds and hence is applicable during 
the lead optimisation step. To perform modelling and 
calculation with optimal efficiency, we have been using 
the Binding Affinity Calculator (BAC) [4], a highly 
automated molecular simulation based free energy 
calculation workflow tool. With the resource allocation 
in the current project, we have applied ESMACS and 
TIES to study ~700 compounds binding to four of the 
main protein targets in COVID19: 3CLPro, PLPro, 
ADRP and NSP15 (Fig. 2). These proteins have 
diverse functions in replication and transcription of the 
virus, and are important targets for pharmaceutical 
drug design and discovery. We have performed a 
large number of ESMACS calculations on the lists of 
structures generated by our ANL colleagues using 
their ML algorithm and shortlisted using docking 
methods. For the four targets we investigated,  about 
419% of the compounds studied show promising 
binding free energies, that is, more negative than 
8.24 kcal/mol (corresponding to a KD value on the nM 
scale). Our simulations also show that docking scores 
are not reliable for predicting the binding potency. We, 
therefore,  need physicsbased ESMACS approach for 
precise and reproducible binding free energy 
estimation. So far more than 12 million Corehours, 
~41% of the total allocation, has been consumed. 

Ongoing Research / Outlook

RU team provides us middleware infrastructure 
support related to workflow management with their 
“Radical Cybertools”. The implementation of Radical 
Cybertools on SuperMUCNG is an ongoing work. We 
thank LRZ team for the quality of their professional 
services in our support. In order to train ML algorithm, 
a large dataset is required. Therefore, under this 
project, we plan to simulate 10,000 compounds 
selected with a combination of docking and ML for 
each of the four targets in the next iteration of our MD
ML loop. For optimal utilisation of computational 
resources, a coarsegrained ESMACS protocol will be 
applied for the first few iterations, whereby a reduced 
ensemble size and a smaller distance for nonbonded 
interactions will be employed. The MD study will 
provide an ensemble of protein conformations, much 
larger than the handful number of structures from X
ray crystallography. More insights will be obtained on 
binding sites of proteins and about interactions 
between proteins and compounds bound to them. 
Such information is expected to significantly improve 
predictive accuracy of the ML approach. After 
sufficient number of iterations, we should have 
identified relevant scaffolds for potent lead 
compounds. Then we will implement the TIES protocol 
to calculate relative binding free energies for selected 
pairs of compounds to perform lead optimisation. TIES 
is computationally costlier than ESMACS, but at the 
same time it is also theoretically more sound and 
accurate method. It will help us identify potential 
binders with greater confidence that may be passed to 
experimentalists for binding assay development.
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Figure 2: The four protein targets studied within this project. From left to right: 3CLPro, PLPro, ADRP and NSP15. The proteins are show in cartoon representation, 
and compounds in  stick representation.



Introduction

Transcription factors are proteins that directly or 
indirectly bind to DNA in order to transcribe genetic 
information into RNA. In most cases, accessibility to 
DNA is a prerequisite for binding of transcription 
factors. However, in the nucleus, the DNA is packed 
into chromatin, making it often inaccessible for 
transcription factor binding. The fundamental unit of 
chromatin is the nucleosome, which is formed by 
wrapping 147 DNA base pairs around a core of eight 
histone proteins. The histones have a structured core 
and disordered terminal tails. Interestingly, a series of 
transcription factors are able to bind to closed 
chromatin states, recognizing their binding sites even 
in the presence of nucleosomes. These factors, known 
as “pioneer transcription factors”, can help open 
chromatin, increase DNA accessibility, and support 
binding of other transcription factors. It has been 
reported that many of the transcription factors involved 
in transitions between different cellular states are 
pioneer factors. In particular, in a Nobel Prizeawarded 
discovery, it has been shown that three of those 
factors, Oct4, Sox2, and Klf4 are required to convert a 
somatic skin cell into a pluripotent stem cell, a process 
known as cellular reprogramming. When introduced in 
skin cells, these transcription factors recognize binding 
sites in DNA wrapped in nucleosomes1. They play a 
major role in the large rearrangements of chromatin 
that occur during such cell fate transitions. In this 
project, we studied how the master regulator of stem 
cell pluripotency Oct4 binds to nucleosome. We aimed 
to answer 3 major questions: (i) what are the structural 
features and dynamics of genomic nucleosomes 
bound by Oct4; (ii) what is the binding mode of Oct4 
on different genomic nucleosomes?, (ii) does the 
binding of Oct4 increase the structural flexibility of the 
nucleosomes ?

Results and Methods

The 40 million corehours awarded to this project 
allowed us to perform extensive sampling of the 
conformational space of genomic nucleosome in 

atomistic molecular dynamics simulations and to test 
different Oct4 binding modes to different nucleosomes 
in microsecond long MD simulations. All our 
simulations amounted to a total of approximately 35 
μs. We used NAMD on 1,024 or 2,048 core per 24 h 
job. The raw data we generated amounted to roughly 
60 TB which we transferred to our local storage space 
and analyzed locally.

Genomic nucleosomes in motion
Most of the structural studies and MD simulations on 
nucleosomes to date were performed using 
nucleosome structures with DNA sequences 
engineered for strong positioning of the histone core. 
In this project, we performed a total of 18 μs atomistic 
MD simulations of 1 engineered and 2 genomic 
nucleosomes known to be bound by Oct4. Figure 1 
shows the ensemble of structures obtained from a 
single 1 μs simulation of the engineered nucleosome. 
From these simulations, we demonstrated how the 
interplay between 2 histone tails cooperate to control 
nucleosome motions. We monitored 2 rare large 
opening events, one occurring in each genomic 
nucleosome, and found that nucleosome 
conformations with different degree of opening display 
specific conformations and positions of the 2 histone 
tails (Figure 2). Moreover, nucleosome opening and 
closing is regulated by specific pattern of interactions 
between residues in the tails that can act as 
epigenetic regulatory sites, and the DNA. Because the 
distribution of open and closed nucleosomes in 
chromatin fibers impacts their structure and 
compaction, the mechanism we observed is key to 
understanding chromatin dynamics [2,3]).

Binding modes of Oct4 to nucleosomes
To study how Oct4 ineracts with nucleosomes, we first 
built models of Oct4 bound to the 2 genomic 
nucleosomes based on the experimental data 
available from genomic studies of Oct4 binding during 
reprograming of skin cells to stem cells. We probed 
the stability of these models in relatively short MD 
simulations. From these, we showed that some 
noncanonical configurations, but not all tested 
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Transcription factors pioneer nucleosomes in motion

configurations of Oct4nucleosome complexes were 
stable and not affected by DNA curvature or DNA
histone interactions [2] (2 examples shown in Figure 
3). We demonstrated that MD simulations can be used 
to identify nucleosomecompatible binding modes of 
transcription factors. 

Oct4 binding and nucleosome dynamics
With the models we generated that were stable in the 
intial short MD simulations, we proceeded and 
performed extensive μs long MD simulations. From 
these, we revealed alternative mechanisms by which 
Oct4 interprets and induces nucleosome motions. We 
found that Oct4 captures and stabilizes partly open 
conformations of nucleosomes using both its DNA 
binding domains. Only one of the domains, but not 
always the same, binds to nucleosomes in a sequence 
specific manner, whereas the other explores the DNA. 
In certain circumstances, Oct4 induces a metastable 
large opening of nucleosomes. Our findings explain 
how histone tails and pioneer transcription factors 
impact on intra nucleosome dynamics, thus 
contributing to the understanding of chromatin opening 
and gene regulation (unpublished data; manuscript in 
preparation) [4].

Ongoing Research / Outlook

The computer resources awarded on SuperMUC for 
this project enabled us to extend the length of MD 
simulations beyond the state of the art and to perform 

multiple simulations for each system. This was crucial 
for 2 reasons: (i) the functionally relevant dynamics of 
nucleosomes occur on time scales longer than those 
typically available in MD simulations and therefore it is 
essential to perform multiple, long simulations of 
nucleosomes to understand these dynamics, and (ii) 
the binding modes of Oct4 to nucleosomes were not 
known when we started the project and therefore we 
had to probe for many different configurations that 
fitted the experimental data avaialable. Currently, we 
are finalizing the analysis of the long Oct4nucleosome 
simulations and we are preparing the article 
presenting these findings [4]. During our project, 
experimental structures of Oct4 and other transcription 
factors bound to a nucleosome were reported [5]. 
These structures confirmed that transcription factors 
induce structural flexibility in the nucleosomes. We are 
planning to perform extensive MD simulations similar 
to the ones presented here for other transcription 
factors. In addition, we will investigate the application 
of enhanced sampling simulations in which processes 
such as nucleosome unwrapping are accelerated to 
reveal how transcription factors affect nucleosome 
structure and dynamics.
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Figure 2: Histone tail mediated nucleosome opening (taken from Huertas et al 
[3]). Histone core and DNA are in gray cartoons. The linker DNA arm that 
undergoes large opening is in yellow. The histone tails are in green and red 
with the non hydrogen atom highlighted and colored by atom name.

Figure 3: Binding modes of Oct4 to nuclesomes (taken from a review by 
Huertas et al. submitted for publication). Histones are in gray, DNA in yellow. 
The 2 DNA binding domains of Oct4 are in green (the POUS domain) and in 
cyan (the POUHD domain).

Figure 1: Nucleosome motions on the μs time scale (taken from Huertas et al 
[3]). The representation was obtained by the superposition of every 5 ns of 
the 3 μs simulation ensemble of a nucleosome The histone core is depicted 
in gray, DNA in yellow, and the histone tails of H3, H4, H2A and H2B are in 
green, blue, red, magenta and cyan respectively. 



Introduction

Cells have developed a variety of mechanisms to 
communicate with their environment and to adapt to 
changes in the extracelluar space. One such 
mechanism  is regulated intramembrane proteolysis 
which controls the activity of membrane proteins such 
as signal transduction and cell differentiation or 
degrades faulty proteins. In contrast to soluble 
proteases, intramembrane proteases (IMP) provide a 
hydrophilic catalytically active site within the mem
brane. This allows the IMP to cleave peptide  bonds of 
their transmembrane (TM) protein substrates within 
the hydrophobic environment of the lipid bilayer. In 
order to expose the scissile bond for hydrolysis, the 
protease must find, recognize, bind, and locally 
unwind the αhelical TM domain of the substrate [1,2]. 

In many cases, the IMPs do not target a specific sub
strate, but cleave diverse singlespan TM proteins 
without apparent preference for specific sequence 
motifs. On the other hand, the proteolytic process 
appears to be tightly regulated, and a deregulation is 
associated with diseases. A prime example is the 
intramembrane proteolysis of the amyloid precursor 
protein (APP) by γsecretase (GSEC), where mispro
cessing of APP is related to onset and progression of 
Alzheimer's disease. 

The study the mechanisms and determinants of sub
strate recognition and cleavage is the aim of a 
collaborative research project [1] (FOR2290, DFG 
Forschergruppe ”Understanding intramembrane 
proteolysis”). 

Results and Methods

Within the research group, experimental methods such 
as functional assays and structure determinations are 
complemented by computational approaches. 

The investigations using APP processing by GSEC as 
a readout indicate that protease activity can be 
regulated at several levels (Figure 1): (1) Conforma
tional flexibility of their TM domain confers substrates 
the ability to adapt to interactions with the enzyme
[24]. (2) Transfer from membrane to hydrophilic 
environment induces unwinding of substrate TM do
main αhelical hydrogen bonds close to the scissile 
bond [2]. (3) The lipid composition affects interactions 
and assembly of the GSEC complex, that in turn 
modulates cleavage [1]. (4) At least part of the sub
strate’s extracellular domain impacts processing as 
revealed by conversion of nonsubstrates into sub
strates upon domain swaps [1].  

Figure 1: Regulation of intramembrane proteolysis. The substrate transmembrane domain (dark yellow) and few juxtamembrane residues (dark grey) are 
sufficient for highaffinity binding and processing by the protease GSEC.  Dynamic interactions between fulllength substrate, enzyme, and lipids play a 
regulatory role for protease activity and specificity.
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Understanding Substrate Recruitment by Intramembrane Proteases: Progress and Problems

In order to span a range of time and spatial scales, we 
employ multiscale molecular dynamic (MD) approach
es using the highly scalable GROMACS 2019.3 code  
(gromacs.org). Ensemblebased coarsegrained (CG) 
models (MARTINI 2.2 force field, cgmartini.nl) provide 
the long simulation times and large number of replicas 
required for an unbiased prediction of substrate
enzyme contacts in membrane using the DAFT 
approach (Docking Assay For Transmembrane Com
ponents, cgmartini.nl). A typical DAFT run consist of 
1,000 x 1μs replicates of a system which corresponds 
to ~80,000 heavy atoms. Distributed to 8000 Sandy
Bridge nodes on SuperMUC we reached 850 ns/day. 
With SuperMUCNG the performance increased to 
3,800 ns/day on 24,000 cores. After mapping the CG 
system back, atomistic resolution MD simulations 
(CHARMM36 force field, mackerell.umaryland.edu) 
are used to analyze molecular details of conformation
al dynamics and interactions in the μs range (210,000 
atoms, 960 cores, 110 ns/day). 

Structures of human GSEC in substratebound states 
determined by cryoelectron microscopy revealed 
some insight into mechanisms of substrate recognition 
at atomic resolution. However, these structures were 
engineered by sitespecific crosslinking and represent 
static snapshots.

Experiments [1] have shown that encounter of APP 
and GSEC is highly dynamic and involves intermedi
ate substrate binding to and dissociation from exosites 
before translocation to the active site takes place. 
After validating the in silico predicted exosites for APP 
against these experiments, our computational ap
proach was used to probe the capture of various 
substrates by GSEC in a singlecomponent POPC
(1palmitoyl2oleoylsnglycero3phosphocholine) 
bilayer. We find that substrates sample exosites on the 
catalytic subunit of GSEC (presenilin 1, PS1) with 
different preferences (exemplified in Figure 2 for APP 
and NOTCH1). The contact maps for ~15 different 
substrates could be classified either as APPlike or as 
NOTCHlike. The apparent nonsubstrate integrin β1 
(ITGB1) does not contact PS1 at all but sticks to the 
PEN2 (presenilinenhancer2) subunit. This indicates 
that PEN2 could act as first checkpoint for sorting non

substrates from substrates [2].  However, the compari
son with other nonsubstrates was hampered by their 
elusive repertoire.

Ongoing Research / Outlook

To complete our project we will investigate the 
regulatory role of membrane composition for substrate 
recruitment. Lipids might either directly interact with 
protease and substrate or change membrane proper
ties which affect association pathways such as fluidity, 
thickness or curvature. The previous studies used a 
bilayer of POPC, the main component of the synaptic 
plasma membrane. A cholesterolrich multicomponent 
bilayer including lipids with polar head groups and 
different fatty acids’ chain length and saturation will be 
more native like. 

Sampling of lipid dynamics and interactions will be a 
challenging task given the large space of slow confor
mational rearrangements such as lipid mixing and 
desolvation of binding interfaces. The necessary long 
simulation times for a large number of replicates will 
greatly benefit from enhanced performance provided 
by SuperMUCNG. 
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Figure 2: Capture of substrates (APP, NOTCH1) and the apparent nonsubstrate integrin β1 (ITGB1) by GSEC predicted from simulations. The GSEC complex 
consist of four subunits. Presenilin 1 (PS1) harbors the catalytically active sites (red spheres) between its Nterminal and Cterminal fragment (NTF, CTF). 
Numbers refer to PS1 TM helices. Darker grey color indicates more frequent and/or longerlasting contacts. The hydrophilic loops extending from PS1 TM helix 2 
towards the extracellular and the intracellular side contribute the main PS1 contacts with substrate juxtamembrane residues.



Introduction

The ability of a cell to react to extracellular stimuli is 
enabled by a complex protein machinery attached to 
the cell membrane. The core of this machinery 
consists of transmembrane proteins termed G protein
coupled receptors (GPCRs) and their associated G 
proteins and arrestins localized inside the cell. While G 
proteins mostly trigger only signaling pathways, 
arrestin can either desensitize and recycle the 
receptor or trigger diverse signaling pathways on its 
own. Due to their important roles in healthy and 
disease states, GPCRs are targeted by one third of all 
current drugs.

Over the last years it was discovered that GPCR 
signaling is modulated by diverse mechanisms. This 
modularity is termed biased signaling. One modulator 
of GPCR signaling is the membrane composition. 
Thereby, the biased signaling can result from different 
(co)localization of GPCRs, G proteins, and arrestin, 
from changes in the oligomerization state of the 
receptor and from differences in the GPCR 
conformational flexibility. The most important lipidic 
modulators are cholesterol [1] and acidic lipids, mainly 
phosphatidylinositol phosphates (PIPs). The latter 
were found to be essential for complex formation of
β2adrenoreceptor (AR) (a prominent GPCR 
responsive to adrenaline) with the kinase (enzyme 
responsible for GPCR phosphorylation) GRK5. 
Moreover, acidic lipids stabilize the active state of the 

receptor and can influence signaling pathways by 
determining which G protein will preferentially bind the 
given GPCR. Moreover, arrestin is only able to 
internalize GPCRs in presence of PIPs[2]. Although 
binding sites on both, arrestins and on a range of 
GPCRs have been determined in the past, no 
molecular resolution information is available on PIP 
binding to the complex of a GPCR with arrestin so far. 
In order to obtain this information and its possible 
impacts on the biased signaling of GPCRs by 
modulation of the relative conformation of the arrestin 
and the GPCR, here we have performed multiscaling 
molecular dynamics simulations of βarrestin2 bound 
to β

2
AR in membranes with and without PIP2.

Results and Methods

Sequential multiscaling molecular dynamics (MD) 
simulations spare computational resources by 
studying time consuming processes (like lipid binding 
to the protein complex or proteinprotein association) 
using coarsegrained (CG) resolution. After conversion 
back to allatom (AA) resolution using the tool 
backward [3], the simulations were continued atomisti
cally, refining the lipidprotein and the specific protein
protein interactions. 

In CG MD simulations group of atoms are bundled into 
so called beads or particles having average properties 
of the atoms they represent. The resulting speedup 
amounts to the factor of 350 for the here applied 
methodology and simulation system. However, CG 
simulations cannot be as well parallelized as AA 
systems of the same size. In detail, we have used 2 
SuperMUCNG nodes (48 cores each) for CG and 13 
nodes for AA simulations, producing ~340 ns and 
~6.25 ns simulation time per hour, respectively. All CG 
simulations were run for 10 μs and all AA simulations 
for at least 1 μs. All simulations have been performed 
using the wellestablished, high performing simulation 
engine GROMACS (www.gromacs.org) in single 
precision. GROMACS has only low requirements 
concerning I/O. The trajectories and other output files 
are written regularly (every ~20–30 minutes) by 
appending data to a few binary and text files. All I/O is 
done by the first MPI rank only. Typical simulations 
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Figure 1: GPCRs bind ligands (orange) on the extracellular side (top) and 
transmit signals over the membrane (blue sticks and balls) to the inside of 
the cell (bottom) where they bind trimeric G proteins (left). After receptor 
phosphorylation of the Cterminus (small orange balls) the binding of 
arrestins competes with G proteins. Once arrestin binds to the receptor 
intracellular binding pocket (right), the receptor is desensitized, internalized 
and either degraded or recycled. 



PIP2: Another player in biased signaling of G proteincoupled receptors?

require 2 GB and 12 GB storage, for 10  μs of a CG 
and 1  μs of an AA simulation, respectively. However, 
the storage requirements can increase significantly if 
the output is written out more often, or if the storage of 
forces and velocities is needed. Additionally, we have 
performed extensive steeredMD simulations in which 
the arrestin was pulled away from the receptor at 
0.2 m/s. The necessary increased box size lead to 
reduction of production to 3.5 ns per hour on 12 
SuperMUCNG nodes.

Ongoing Research / Outlook

By steeredMD, we have pulled diverse complexes 
(including different activation states of the receptor 
and diverse membrane composition) of β

2
AR and 

arrestin apart, and recorded forcetime curves and 
combined them with atomicforcemicroscopy. The 
acquired results build a solid basis for further 
investigations of the regulation mechanisms of 
extracellular signal transmission to the cell. We 
were able to pinpoint residues that are especially 

important for both stabilisation of the bound states and 
during unbinding. This knowledge is of special 
pharmacological importance, because currently only 
the activation state of the receptor is targeted by 
pharmaceuticals. However, arrestin binding to the 
receptor competes with binding of its cognate G 
protein and causes receptor desensitization, thus 
opening new pathways for pharmacological 
intervention.
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Figure 3: PIP2 binding determines arrestin binding depth and orientation. Complexes of β
2
AR with βarrestin embedded in membranes without PIP2 (left) show 

enhanced variability in orientation and insertion depth of arrestin as compared to membranes with PIP2. Moreover, in presence of PIP2 arrestin prefers to bind 
deeper.

Figure 2: PIP2 binds rapidly and specific to 
the β2AR/βarrestin complex. PIP2 lipids 
were attracted to specific binding spots on 
arrestin and receptor within a 
microsecond, and stayed stably bound 
there (almost half of the lipids were stably 
bound to arrestin and a third to receptor). 
The temporary interaction of PIP2 with less 
specific binding spots lasted 300 ± 35 ns 
for arrestin and 406 ± 61 ns for receptor.



Introduction

All organisms need energy to power their essential 
processes like movement, growth, and reproduction. 
In all eukaryotes and several bacteria, aerobic respira
tion forms the main energy production system during 
which electrons, protons, and oxygen are combined to 
form water. The energy transduced is converted into 
an electrochemical proton gradient (or proton motive 
force, pmf) across a biological membrane that further 
drives the synthesis of adenosine triphosphate (ATP), 
the principal energy currency of cells.

The respiratory complex I is the entry point for elec
trons into many aerobic respiratory chains. Complex I 
takes up electrons from nicotinamide adenine dinu
cleotide (NADH) and transfers them to ubiquinone 
(Q10). The free energy is used to build up a pmf by 
pumping protons (H+) across a membrane. These 
processes are separated by large distances of ca. 
200 Å (Figure 1), but the coupling principles still re
main poorly understood. Singlepoint mutations in 
complex I have been linked to several human mito
chondrial diseases, why the system is also of great 
biomedical relevance. In this supercomputing project, 
we addressed how proton pumping in complex I is ac
tivated and regulated, and we designed specific muta
tions that disturb the function of this complex cellular 
machinery. 

Results and Methods

In this project, we identified several key molecular ele
ments that control proton pumping in complex I. We 
had previously suggested that charged interfaces be
tween the protonpumping modules could function as 
on/offswitches for proton transfer within each subunit. 
In this project, we calculated free energy profiles for 
inducing conformational changes in these ionpairs be
tween closed (“switch off”) and open (“switch on”) 
states, and how this transition depends on the hydra
tion levels of the protein. We found that the open state 
is favored at high hydration levels, but kinetically inac
cessible in the dry state (Figure 2). 

We also probed how the proton transfer reactions are 
modulated by the proposed ionpair switching process 
and the hydration levels. To this end, we used snap
shots obtained from our largescale MD simulations for 
computing QM/MM free energies for the proton trans
fer process. Our results suggest that the proton trans
fer is feasible in the open ionpair state, but not in the 
closed ionpair state (Figure 3).

Interestingly, each proton transfer reaction is coupled 
by the charged interface to the next subunit that, in 
turn, provides a key step in the signaling propagation 
across the membrane domain of complex I. To test the 
coupling principles further, we mutated identified key 
residues along the proton transfer wires both in silico 
and in vitro biochemical experiments. Our simulations 
suggested that the introduced substitutions indeed 
destabilized the proton transfer reaction, and experi
mentally lead to a lowered proton pumping and elec
tron transfer activity. In summary, we demonstrated 
how hydration, conformational switching in conserved 
ionpairs, and proton transfer reactions themselves 
provide key elements in proton pumping of respiratory 
complex I.

In this project, we used vast resources provided by 
SuperMUC Phase 2 and later on by SuperMUCNG to 
perform largescale classical molecular dynamics sim
ulations of respiratory complex I embedded in a lipid 
membrane/water/ion environment. We employed the 
NAMD2 molecular dynamicsengine for our simula
tions with about one million atoms on microsecond 
timescales. Excellent scaling enabled us to utilize up 
to 1,536 cores per simulation and to generate about 
10 TB of data concentrated in tens of large coordinate 
trajectories. In subsequent free energy calculations 
performed using replica exchange umbrella sampling, 
we performed 20 parallel simulations using up to 
11,520 cores. In total, 24 M corehours were dedicated 
to this project.

Ongoing Research / Outlook

The resources provided by this SuperMUC project 
were key to generate the data used in deducing the 
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Regulation of proton transfer in respiratory complex I

mechanism presented above, and resulted in one 
JACSpublications [2]. During this project, our 
simulations migrated from SuperMUC Phase 2 to 
SuperMUCNG seamlessly. We are looking forward to 
broadening our understanding of biological energy 
conversion in followup projects on the SuperMUCNG 
infrastructure.
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Figure 2: The hydration level within a proton pumping subunit regulates the dy
namics of ionpair opening. In the “open” state (high R), a charged contact is 
formed with a neighboring subunit, but not in the “closed” state. The ionpair 
opening affects in turn the proton transfer reaction barriers (see Figure 3).

Figure 3: Hybrid QM/MM calculations, where a chemically reactive region described at the QM (DFT/B3LYP) level is embedded in a classical environment, reveal 
that proton transfer is thermodynamically and kinetically favored in the open conformation (in blue), but unfavored in the closed state (in red).

Figure 1: Complex I catalyzes electron transfer from NADH to quinone in its 
hydrophilic domain (in white) and pumps protons across the antiporterlike 
subunits of the membrane domain (colored). Nqo13 is an antiporterlike sub
unit, connected to its neighboring subunits by charged interfaces (blue 
squares), which can form contacts between the subunits. The proton transfer 
within the subunit is indicated by an arrow.



Introduction

Atomistic Molecular Dynamics (MD) simulations are 
widely used to study the dynamics of proteins and 
peptides and the association of biomolecules. 
However, the simulation time scales that can be 
reached are often still too short to reach biologically 
relevant conformational changes or to follow associa
tion processes. We have developed and improved 
replicaexchange based advanced sampling methods 
to specifically tackle large scale conformational 
changes in biological macromolecules and to en
hanced the sampling of binding events. The tech
niques are based on the Hamiltonian replica exchange 
method. In several parallel running simulations specific 
biasing potentials are added to the force field 
(Hamiltonian) of the system. The biasing potential pro
motes transition in a collective degree of freedom or 
allows for more rapid association/dissociation of bio
molecular complexes. Due to possible exchanges 
between replica simulations including a reference sys
tem under the control of the original force field it is 
possible to specifically accelerate conformational 
transitions or binding events of interest. We have 
applied these techniques to study the 90kDa heat

shock protein (Hsp90) which is an essential molecular 
chaperon protein that plays a vital role in the folding 
process of several client proteins [1]. It is found in 
bacteria as well as eukaryotes and is essential for cell 
viability and plays a pivotal role in many signaling and 
regulation pathways. In its active conformation it forms 
a homodimer and its chaperone activity depends on 
ATP binding and hydrolysis. During its work cycle 
Hsp90 can adopt different global conformations 
covering a range of tightly bound closed structures up 
to widely open conformations [2,3]. In addition, we 
developed an efficient REMD method to accelerate the 
simulation of proteinprotein and proteinpeptide bind
ing [4]. The approach can be used as efficient 
approach for predicting biomolecular complex forma
tion. The approaches make efficient use of the 
SuperMUC parallel computer facilities. 

Results and Methods

Hamiltonian replica exchange simulations on yeast 
Hsp90 middle and Cterminal dimer
In order to better understand the domain dynamics 
comparative Molecular Dynamics (MD) simulations of 
a substructure of Hsp90, the dimer formed by the 

middle (M) and Cterminal do
main (C), were performed. 
Since this MC dimer lacks the 
ATPbinding Ndomain it allows 
studying global motions decou
pled from ATP binding and 
hydrolysis. Conventional (c)MD 
simulations starting from sever
al different closed and open 
conformations resulted in only 
limited sampling of global 
motions. However, the applica
tion of a Hamiltonian Replica 
exchange (HREMD) method 
based on the addition of a 
biasing potential extracted from 
a coarsegrained elastic net
work (ENM) description of the 
system allowed much broader 

Figure 1: ENM coupled REMD simulations on a truncated yeast Hsp90 (dimer of M and Cdomains). (A) For the ENMcoupled REMD the 
centerofmass of M and Cdomains (orange spheres, C1C4) served as the 4 centers to design a biasing potential (BP) in the replica 
runs. It acts along the distances between the 4 centers (dashed lines). The BP increases along the replicas (B) and the width is based 
on the distance fluctuation derived from the ENM calculations. (B) Illustration of ENM coupled REMD. (CF) Snapshots of global domain 
motion during the simulations (M: blue, C: orange). 
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Advanced sampling of peptide and protein association and protein conformational transitions

sampling of domain motions than the cMD simulations 
(termed ENM coupled REMD). The approach forms an 
effective multiscale methodology in which directions 
of large scale global conformational transitions (ex
tracted from a low resolution technique) can guide and 
enhanced the highresolution sampling of the multi
domain structure [3] (Fig. 1). With this multiscale 
approach it was possible to extract the main directions 
of global motions, the energy landscape and to 
elucidate the mechanism of the global structural transi
tions of the MC dimer [3]. Future applications to Hsp90 
with the Ndomains could be useful to elucidate global 
motions in the full Hsp90 molecule.

Studying proteinprotein and proteinpeptide binding
In the addition to studying global protein motions, we 
developed a HREMD based method to systematically 
investigate the formation of proteinprotein and pro
teinpeptide complexes and the refinement of predict
ed complexes. In each replica it includes different 
levels of a repulsive biasing between partners. The 
bias acts only on intermolecular interactions based on 
an increase in effective pairwise van der Waals radii 
(repulsive scaling (RS)REMD) without affecting inter
actions within each protein or with the solvent (Fig. 2). 
For a set of 5 protein test cases (out of 6) the RS
REMD technique allowed the sampling of nearnative 
complex structures even when starting from the 
opposite site with respect to the native binding site for 
one partner. The method allowed also efficient refine
ment of predocked proteinprotein and proteinpeptide 
complexes [4,5]. Even in case of relatively large 
proteinprotein complexes the method allows the rapid 
sampling of nearnative complex geometries. This was 
also possible when starting from the worst possible 
initial placement on the opposite side (with respect to 
the native binding site) of the surface of a partner 
protein (Fig. 3). We have recently further extended the 
methodology such that a simultaneous refinement and 
free energy type of scoring of docked complexes is 
possible [5]. It is based on the observation that the 
technique samples both nearnatively bound struc
tures and dissociated states of a given proteinprotein 
or proteinpeptide complex along the replicas. The 

extensive overlap of sampled states in the replica 
simulations allows one to extract associated free 
energy differences and ultimately a free energy esti
mate of binding.

Besides of identifying nearnative binding geometries 
and estimating free energies of binding the method
ology is also useful to characterize the full energy 
landscape for proteinprotein binding on the surface of 
each partner protein and to identify transiently bound 
states as well as pathways from a nonspecifically 
bound configuration towards the native complex 
geometry.  It is very demanding but efficient on 
SuperMUC, and a step forward to a realistic prediction 
of proteinprotein and proteinpeptide interactions. An 
extension for refinement and free energy evaluation of 
docked drugreceptor complexes is in progress.

Ongoing Research / Outlook

Understanding the mechanism of how peptides or 
proteins bind to other partner molecules is of funda
mental importance for basically all biological process
es. With our new RSREMD method we are in position 
to rapidly sample protein surfaces for potential binding 
sites under realistic solvation conditions and including 
full flexibility of binding partners. The new techniques 
allow a simultaneous refinement of potential complex
es and at the same time a scoring of the complexes 
based on a free energy estimate. The approach for 
enhanced global domain motions is currently applied 
to multiprotein complexes involved in the process of 
RNA interference that is of major importance for 
regulatory processes of the cell. Due to the large size 
of these systems systematic simulations are only 
possible by using SuperMUC.
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Figure 2: (left panels) Illustration of the biased van der Waals interaction 
along replicas runs during the RSREMD approach. (right panels) Broad 
sampling of peptide (red) placements in highest replica around whole 
receptor (blue) and in intermediate replica as well as narrow sampling around 
the native binding site in the reference replica. The peptide start placement is 
in light blue. 

Figure 3: (upper panel) Snapshots of sampled starting, intermediate and near 
native complexes (green: receptor; light grey: ligand protein; dark grey: 
native bound ligand) during a RSREMD simulation (approximate simulation 
stage and sampling times are indicated). (lower panel) Ligand protein 
sampling density on receptor surface (light grey dots) in the first third, 
second third and final part of the simulation.



Introduction

In proteins, biological signals can be transferred over 
large molecular distances and can thereby enhance or 
inhibit the protein activity via longrange coupling 
mechanisms. Such allosteric effects regulate the func
tion of all kinds of proteins, from molecular chaperones 
and kinases involved in cell signalling, to redox en
zymes and ion pumps [1]. An input signal, e.g., a post
translational modification or binding of a ligand, can be 
propagated through the protein via both electrostatic 
and conformational changes of central amino acids. 
Mutation of the amino acids involved in the signal 
propagation pathway may change the protein’s 
activity. 

The molecular chaperone Hsp90 (Figure 1) is involved 
in the maturation of hundreds of substrate proteins 
and regulates important cellular pathways in the eu
karyotic cell. Amongst these client proteins of Hsp90 
are transcription factors and protein kinases that con
trol, e.g., cell growth. Some of these clients play a role 
in human diseases, including cancer and Alzheimer’s 
disease. Hsp90 has thus evolved into a promising 
target for drug development [2]. 

Hsp90 functions as a homodimer that undergoes large 
conformational changes from an inactive, open state 
to an active, closed state, constituting its chaperone 
cycle that is coupled to a slow ATPase activity. To gain 
insight into the signaling pathways within the chaper
one Hsp90 and their effect on its catalytic activity, we 
performed both quantum chemical and classical atom
istic simulations in combination with biophysical and 
biochemical experiments to elucidate the molecular 
principles responsible for the function of Hsp90.

Results and Methods

To investigate the connection between conformation 
and ATPase activity of Hsp90, we performed classical 
atomistic molecular dynamics (MD) simulations to ex
plore the conformational dynamics, and we calculated 
free energy profiles for the ATP hydrolysis reaction in 
different conformational states by employing hybrid 
quantum mechanical/classical mechanical (QM/MM) 
umbrella sampling simulations. 

We found that conformational changes of a glutamate/
arginine ionpair (R32/E33) in the ATP binding site of 
Hsp90 influence the free energy barrier of the ATPase 
reaction by electrostatic tuning effects (Figure 2a). 
Substitution of the computationally identified switching 
residue by a neutral amino acid (R32A) led to an 
Hsp90 variant that decouples the global conformation
al state from the catalytic activity (Figure 2b, c) [3]. 

We also studied a posttranslationally modified lysine 
that controls the function of Hsp90. Methylation of the 
lysine affects the conformational state and catalytic ac
tivity of Hsp90, suggesting signal propagation across 
large distances. MD simulations showed that methyla
tion of the lysine could induce conformational changes 
in a neighboring ionpair (Figure 3a, b), which might 
propagate through the protein. Our studies indicated 
that the methyllysine can be mimicked by an 
isoleucine [4]. 

To computationally study the conformational dynamics 
of Hsp90, we performed MD simulations on microsec
ond time scales using the software package NAMD 
[5]. We employed periodic boundary conditions (PBC) 

Figure 1: Closed state of the 
dimeric molecular chaperone 
Hsp90, with the two protomers 
shown in orange and blue. ATP 
molecules are shown in yellow 
and Mg2+ in green. Identified 
switchpoint residues, Arg32 
and Lys594, are shown in red 
and cyan, respectively.
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Multiscale Molecular Simulations and ATPase Activity of Hsp90

and used a 2 fs integration time step. Starting from 
available crystal structures of the active state of 
Hsp90, we investigated structural effects of amino acid 
modifications in monomeric and dimeric models. All 
structural models were extracted from the Protein Data 
Bank (PDB) and embedded in a waterion environ
ment to mimic biological conditions. We typically used 
800–1,000 cores per classical MD simulation. 

Multiple restrained QM/MM simulations of 1 ps each 
were performed to estimate free energy profiles for 
ATP hydrolysis in Hsp90 using umbrella sampling. The 
simulations were performed in parallel to each other, 
with each simulation using one node. QM/MM calcula
tions were performed by coupling together the soft
ware packages CHARMM (for classical MD simula
tions) and TURBOMOLE (for quantum chemical calcu
lations) using a Python interface. The simulations were 
propagated for maximum 48 hours and were restarted 
from the latest checkpoint until the desired simulation 
time was reached. All in all, we used 10 M corehours 
for this project, requiring 2 TB of storage in the WORK 
partition of SuperMUC. The work resulted in two publi
cations, both of which were published in Nature Com
munications [3,4].

Ongoing Research / Outlook

In this project, SuperMUC provided us with the neces
sary computing resources to study the structure, func
tion, and dynamics of the Hsp90 chaperone. This al
lowed us to investigate important structural changes in 
different variants and models of the Hsp90 dimer in 
atomic detail, and to probe the connection between 
protein conformation and catalytic activity. Future work 
will focus on characterizing the structural ensemble of 

Hsp90 in different nucleotide states and with various 
point mutations of previously identified amino acid 
residues that stabilize the closed conformation of the 
dimer. In combination with biophysical experiments, 
we will investigate structural determinants involved in 
the largescale conformational changes leading from 
the open to closed state of the Hsp90 dimer.
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Figure 2: a) Free energy profiles for ATP hydrolysis in Hsp90 obtained from 
QM/MM umbrella sampling simulations for the wild type (WT) Hsp90 with the 
R32/E33 ionpair closed (black curve) and open (blue curve), as well as for the 
R32A mutant (red curve). b) FRET experiments indicate an impaired closing 
behavior for the R32A variant compared to WT Hsp90. c) ADPrelease assays 
show a similar global ATPase activity for the wild type Hsp90 and the R32A 
mutant. The figure is adapted from ref. [3].

Figure 3: a) Closeup view of the dimerization interface of Hsp90 after 200 ns 
MD simulations with a methylated lysine (metK594). b) Methylation of the 
lysine induces conformational changes in the neighboring E590/R591 ion
pair in both chains of the Hsp90 dimer. The figure is adapted from ref. [4].



Introduction

Gprotein coupled receptors (GPCRs) are membrane 
proteins that transmit the effects of extracellular 
ligands to effect changes in the intracellular Gprotein 
signaling system. Approximately 800 GPCRs are 
encoded in the human genome and approximately half 
of marketed drugs target GPCRs. It is therefore not 
surprising that GPCRs research was recognized by 
the award of the 2012 Nobel Prize in Chemistry to 
Robert Lefkowitz and Brian Kobilka.  Crystal structures 
of only 64 different GPCRs are currently available. 
Importantly, GPCRs can exist in active or inactive 
conformations and in binary complexes with ligands or 
intracellular binding partners (IBPs, Gproteins or β
arrestin) or in ternary complexes with both a ligand 
and an IBP. Crystal structures often deviate from the 
natural system: Proteins, especially membranebound 
ones, do not necessarily crystallize in their biologically 
active structures and the measures needed to obtain 
suitable GPCR crystals tend to increase the diversity 
between the natural environment and the crystal. It is 
within this context that moleculardynamics 
simulations play a special role in GPCR research as a 
fullvalue complement to experimental studies.

The ternary complex model and experimental findings 
suggest that both an agonist ligand and a bound G
protein are necessary in order to activate GPCRs. It is 
therefore significant that the first molecular dynamics 
(MD) simulations of a ternary GPCR complex were 
reported only eight years ago. Such simulations are 
now commonplace and the comparison between 
binary ligandreceptor and ternary complexes has 
become a valuable tool in GPCR research.

Very long timescale MD simulations can be performed 
on specialized hardware but are less effective on more 
conventional massively parallel supercomputers 
because the simulations only scale up to a relatively 
limited number of CPUs or GPUs. Luckily, modern 
variations of metadynamics can make very effective 
use of massively parallel CPUbased hardware, as 
has been shown in this project [1].

Results and Methods

Methodologically, the project uses classical MD 
simulations over long time scales (microseconds) or 
enhancedsampling techniques such as 
metadynamics. Protocols that are particularly well 
suited to SuperMUCNG have been developed to 
make optimal use of the available hard and 
software.  

The project is divided into three subprojects as follows:

Class A GPCR activation
One goal of the project is to characterize and simulate 
receptor activation. An initial study of variants of the 
histamine 4 receptor (H4R), for which a wide range of 
basal activities is observed, showed that the observed 
activity correlates well with stabilities calculated using 
Constraint Network Analysis.

A general activation index was trained using sixteen 
multimicrosecond simulations of class A GPCRs in 
defined activation states. This index, denoted A100, can 
also be calculated for Xray crystal structures. A100 
was calculated for 275 Xray crystal structures for 114 
different receptors as validation. The “active” and 
“inactive” classes are separated extremely well, 
whereas the histogram for the “intermediate” 
structures shows no indication of stable partially active 
structures, which oscillate between stable active and 
inactive states [2].

Ligand binding properties of the H1 receptor
One aim of this project was to study ligand binding to 
the histamine H1 receptor and the effect of sequence 
variation on this process. Unbiased MD simulations on 
a microsecond time scale were performed to deduce 
the histaminebinding site. The final histaminebinding 
pose in the orthosteric pocket (Fig. 2) is characterized 
by interactions with Asp107, Tyr108, Thr194, Asn198, 
Trp428, Tyr431, Phe432, and Phe435. The 
conformational stability of the complex structure 
obtained was subsequently confirmed in two μs 
equilibrium MD simulations, and a metadynamics 
simulation proved that the detected binding site 
represents an energy minimum [3]. 
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Metadynamics reveals the secrets of Gprotein coupled receptors

ReceptorG protein coupling specificity
In order to investigate how receptors can activate 
different intracellular downstream signaling proteins 
such as heterotrimeric G proteins (Gαβγ; families Gi, 
Gs, Gq, G12/13) we investigated Gs(GDP) 
spontaneous binding to the β2AR. Despite elucidation 
of various GPCRG protein complexes, the structural 
basis of coupling specificity is still unclear. This may be 
because all structures have been traced in a 
nucleotidefree state, under nonphysiological 
conditions i.e. in the absence of nucleotides. We 
observe spontaneous binding of Gs(GDP) to the 
activated β2adrenoceptor (β2AR) in agreement with 
an Xray structure of a β2AR construct where only the 
far Cterminus of the αsubunit of Gs was co
crystallized [4]. Our work (~ 100 μs MD) provides a 
first glimpse on the initial interactions of receptors with 
G proteins, revealing novel recognition sites controlling 
coupling specificity.

Ongoing Research / Outlook

New simulation protocols are being developed to 
investigate the above questions in more detail in a 
standard fashion. The project is ongoing and followup 
proposals are planned.
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Figure 2: Structure of the HistamineH1Receptor (blue ribbon) with the 
modelled binding site of histamine (spacefilled presentation). The lipids of 
the cellular membrane are depicted as grey/orange lines.

Figure 3 : Proposed Process of GPCRG Protein Complex Formation [4]: (A) Before formation of the β2ARGs protein complex, the α5 helix of Gs(GDP) is bent, 
with H387Gαs and Y391Gαs interacting with the Ras domain, whereas E392Gαs and R389Gαs are surfaceexposed. (B and C) Straightening of the α5 helix (B) is 
required for an early interaction with the β2AR, which involves E392Gαs and R389Gαs and may initiate GDP release (C). Intermediate state position of α5. (D) 
Relatively large conformation changes between GPCR and Gs are required to change from the intermediate state shown in (C) to a nucleotidefree complex (PDB: 
3SN6). H387Gαs and Y391Gαs interact with β2AR in this state (enlarged window on top of D).

Figure 1: Calculated A100 values for the available GPCR Xray structures. The 
bars of the histogram are colored according to the activity class assigned in 
the experimental work [2].



Introduction

The behavior of biological cells in hydrodynamic flows 
can be incredibly complex. As experimental 
investigations in this field are notorious difficult, 
especially due to the restriction of standard 
microscopy methods to 2D, highperformance 
computer simulations offer unique insights.

Results and Methods

We highlight here two key papers resulting from the 
project:

Bistability of red blood cells [2]
Red blood cells flowing through capillaries assume a 
wide variety of different shapes owing to their high 
deformability. Predicting the realized shapes is a 
complex field as they are determined by the intricate 
interplay between the flow conditions and the 
membrane mechanics. In this work we construct the 
shape phase diagram of a single red blood cell with a 
physiological viscosity ratio flowing in a microchannel. 
We use both experimental in vitro measurements as 
well as 3D numerical simulations to complement the 
respective other one. Numerically, we have easy 
control over the initial starting configuration and 
natural access to the full 3D shape. With this 
information we obtain the phase diagram as a function 
of initial position, starting shape and cell velocity. 
Experimentally, we measure the occurrence frequency 
of the different shapes as a function of the cell velocity 
to construct the experimental diagram which is in good 
agreement with the numerical observations. Two 
different major shapes are found, namely croissants 
and slippers. Notably, both shapes show coexistence 
at low (1 mm/s) and high velocities (43 mm/s) while in
between only croissants are stable. This pronounced 
bistability indicates that RBC shapes are not only 
determined by system parameters such as flow 
velocity or channel size, but also strongly depend on 
the initial conditions. 

Flowaccelerated platelet biogenesis is due to an 
elastohydrodynamic instability [3]
Blood platelets are formed by fragmentation of long 
membrane extensions from bone marrow 

megakaryocytes in the blood flow. Using lattice
Boltzmann/immersed boundary simulations we 
propose a biological RayleighPlateau instability as the 
biophysical mechanism behind this fragmentation 
process. This instability is akin to the surface tension 
induced breakup of a liquid jet but is driven by active 
cortical processes including actomyosin contractility 
and microtubule sliding. Our fully threedimensional 
simulations highlight the crucial role of actomyosin 
contractility, which is required to trigger the instability, 
and illustrate how the wavelength of the instability 
determines the size of the final platelets. The elasto
hydrodynamic origin of the fragmentation explains the 
strong acceleration of platelet biogenesis in the 
presence of an external flow, which we observe in 
agreement with experiments.

Our simulations then allow us to disentangle the 
influence of specific flow conditions: while a 
homogeneous flow with uniform velocity leads to the 
strongest acceleration, a shear flow with a linear 
velocity gradient can cause fusion events of two 
developing plateletsized swellings during 
fragmentation. A fusion event may lead to the release 
of larger structures which are observable as 
preplatelets in experiments.

Together, our findings strongly indicate a mainly 
physical origin of fragmentation and regulation of 
platelet size in flowaccelerated platelet biogenesis.

Ongoing Research / Outlook

In the future, we plan to extend the active shell model 
used in [3,4] towards viscous membranes.
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Figure 1: Setup of a red blood cell in a channel, taken from [2].
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Figure 2: Phase diagram of a red blood cell in channel flow, taken from [2].

Figure 3: Simulation of a megakaryocyte protrusion fragmenting into platelets, taken from [3].
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Appendices

SuperMUC was the leadership class supercomputer at 
the LeibnizRechenzentrum (Leibniz Supercomputing 
Centre, LRZ) in Garching near Munich (the MUC suffix 
refers to the Munich airport code). With more than 
241,000 cores and a peak performance of the two 
installation phases of more than 6.8 petaFLOP/s
(= 6.8 x 1015 floating point operations per second), it 
was one of the fastest supercomputers in the world. 
SuperMUC strengthened the position of Germany's 
Gauss Centre for Supercomputing (GCS) in Europe by 
integrating it into the European highperformance 
computing ecosystem. With the start of operation of 
SuperMUC, LRZ became a European Centre for 
Supercomputing and a Tier0 Centre for the Partner
ship for Advanced Computing in Europe (PRACE). 
SuperMUC Phase 1 started user operation in July 
2012, and the Phase 2 extension in June 2015. The 
final shutdown for SuperMUC Phase 1 was in January 
2019, and for SuperMUC Phase 2 one year later, in 
January 2020.

LRZ's design goal for the architecture was a combina
tion of a large number of thin and medium sized 
compute nodes with a main memory of 32 GBytes 
(Phase 1) and 64 GBytes (Phase 2), respectively, and 
a smaller number of fat compute nodes with a main 
memory of 256 GBytes. The network interconnect be
tween the nodes allowed excellent scaling of parallel 
applications up to the level of more than 100,000 
tasks. SuperMUC consisted of 18 Thin Node Islands 
based on Intel Sandy BridgeEP processor technology, 
6 Medium Node Islands based on Intel HaswellEP 
processor technology and one Fat Node Island based 
on Intel WestmereEX processor technology. All com

pute nodes within an individual Island were connected 
via a fully nonblocking Infiniband network, FDR10 for 
the Thin nodes of Phase 1, FDR14 for the Haswell 
nodes of Phase 2 and QDR for the Fat Nodes of 
Phase 1. Above the Island level, the pruned intercon
nect enabled a bidirectional bisection bandwidth ratio 
of 4:1 (intraIsland / interIsland). An additional system 
segment, designed to evaluate future architecture and 
programming concepts, was called SuperMIC. It con
tained 32 Intel Ivy BridgeEP nodes with two Intel 
Xeon Phi “Knights Corner“ accelerator cards each. 
See the technical data (p. 276) for more details.

SuperMUC Phase1 and Phase2 were loosely coupled 
through the General Parallel File System (GPFS) and 
Network Attached Storage (NAS) File systems, jointly 
used by Phase 1 and Phase 2. Both phases were 
operated independently, but supplied the same 
programming environment.

SuperMUC used a new, revolutionary form of warm 
water cooling developed by IBM. Active components 
like processors and memory were directly cooled with 
water that could have an inlet temperature of up to 40 
degrees Celsius. This High Temperature Liquid 
Cooling together with very innovative system software 
reduced the energy consumption of the system by up 
to 40%. In addition, LRZ buildings were heated re
using this energy.

Permanent storage for data and programs was 
provided by a 16node NAS cluster from NetApp. This 
primary cluster had a capacity of 3.5 Petabytes and 
had demonstrated an aggregated throughput of more 

SuperMUC Phase 1 and Phase 2: System Description
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Figure 1: SuperMUC Phase 1 on the left and SuperMUC Phase 2 on the right, in the server room.
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Figure 2: Schematic view of SuperMUC Phase 1 and Phase 2.

SuperMUC Phase 1 and Phase 2: System Description

than 12 GB/s using NFSv3. NetApp's Ontap 8 Cluster
Mode provided a single namespace for several hun
dred project volumes on the system. Users could ac
cess multiple snapshots of data in their home directo
ries. For additional redundancy, data were regularly 
replicated to a separate 4node NetApp cluster with 
another 3.5 PB of storage for recovery purposes. 
Replication used Snapmirrortechnology and ran with 
up to 2 GB/s in this setup.

For highperformance I/O, IBM's GPFS with 12 PB of 
capacity and an aggregated throughput of 250 GB/s 

Figure 3: SuperMUC Phase 2. 
Rear of racks with warm water 
cooling.

was available. Disk storage subsystems were built by 
DDN (for Phase 1) and Lenovo (for Phase 2). The 
storage hardware consisted of more than 3,400 SATA
Disks with 2 TB each, protected by doubleparity RAID 
and integrated checksums.

LRZ's tape backup and archive systems were based 
on IBM Spectrum Protect, providing more than 30 
Petabytes of capacity to the users of SuperMUC. 
Digital longterm archives help to preserve simulation 
results. User archives were also mirrored to a remote 
site for potential disaster recovery.
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Figure 4: One blade of SuperMUC Phase 2 consists of two dualsocket compute nodes. The copper tubes distribute the warm cooling water to CPUs, memory 
modules, and peripheral modules.

Figure 6: Several racks of SuperMUC Phase 2.Figure 5: One of the Infiniband switches.
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SuperMUCNG (Next Generation) completed its instal
lation in September 2018, and started general user 
operation in August 2019. It replaced the predecessor 
system “SuperMUC” as the leadership class super
computer at the LeibnizRechenzentrum (Leibniz Su
percomputing Centre, LRZ) in Garching near Munich 
(the MUC suffix refers to the Munich airport code). 
With more than 311,040 cores, a main memory capac
ity of 719 TByte and a peak performance of 26.9 peta
FLOPS (= 26.9 x 1015 floating point operations per 
second), it is among the fastest supercomputers in the 
world. SuperMUCNG entered the TOP500 list of 
supercomputers in the world at rank 8 in November 
2018.

SuperMUCNG is tightly integrated into the European 
highperformance computing ecosystem. LRZ is a 
European Centre for Supercomputing and a Tier0 
Centre for the Partnership for Advanced Computing in 
Europe (PRACE). 

All compute nodes are equipped with Intel Xeon 
Skylake Platinum 8174 processors. The internal inter
connect is a fast OmniPath network with a link band
width of 100 Gbit/s. The compute nodes are bundled 
into 8 domains (islands). Within one island, the Omni
Path network topology is a 'fat tree' for highly efficient 
communication. The OmniPath connection between 
the islands is pruned with a pruning factor of 1:3.75.

In addition, 65 nodes of the LRZ Compute Cloud were 
procured with the SuperMUCNG system to provide 
services to users that cannot be offered otherwise. 

The LRZ Compute Cloud currently consists of 82 
Cloud Compute Nodes with 40 cores and 192 GB 
memory, 32 accelerated Cloud Compute Nodes with 
40 cores, 768 GB memory and two Nvidia Tesla V100 
GPUs with 16 GB high bandwidth memory, and 1 
Cloud Huge Node with 192 cores and 6 TB memory.

SuperMUCNG integrates Lenovo DSSG for IBM 
Spectrum Scale (aka GPFS) as building blocks for the 
storage WORK (34 PiByte, 300 GB/s aggregated 
bandwidth) and SCRATCH (16 PiByte, 200 GB/s 
aggregated bandwidth). The LRZ Data Science Stor
age offers additional 20 PiByte (with 70 GB/s aggre
gated bandwidth) for longterm storage of project data 
that can also be shared with the science community 
throughout the world. The HOME filesystem has a 
capacity of 256 TiByte.

LRZ's tape backup and archive systems are operated 
via the Spectrum Protect (formerly Tivoli Storage Man
ager) software from IBM, providing 260 Petabytes of 
capacity to the users of SuperMUCNG. Digital long
term archives help to preserve simulation results. User 
archives are also mirrored to a remote site for potential 
disaster recovery.

Like its predecessor, SuperMUCNG is cooled with hot 
water with an inlet temperature of up to 50 degrees 
Celsius and an outlet temperature of up to 56 degrees 
Celsius. These high temperatures allow to use the 
waste heat to generate cold water using a large set of 
adsorption chillers produced by the company Fahren
heit. The adsorption chillers are based on the physical 
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SuperMUCNG: System Description

principle of using solid materials of enhanced water 
vapor adsorption capacity for cooling via the evapora
tion of water. The cold water from the chillers is used 
to remove the waste heat of aircooled components 
such as network switches, power supplies and stor
age. In addition, LRZ’s buildings are heated reusing 
SuperMUCNGs heat dump.

SuperMUCNG is available to all German and 
European researchers to expand the frontiers of 
science and engineering. Collaborations of European 
scientists can submit proposals to PRACE. Twice per 
year, the Gauss Centre for Supercomputing has a 
dedicated call for large scale projects that request 
more than 45 million corehours. Smaller proposals by 
German scientists can be submitted throughout the 
year directly to LRZ.

Figure 2: Dual node chassis of SuperMUCNG.
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The following is a retrospective of high performance 
computing at the Leibniz Supercomputing Centre, 
seen through the eyes of our colleague, Dr. Matthias 
Brehm, who joined LRZ in 1986, working with HPC 
systems throughout most of his career. He was lead
ing the LRZ HPC user support since 2000, until his 
retirement in 2020.

Gigascale, Vector computers

At the end of 1988, the first supercomputer was in
stalled at LRZ, a Cray XMP/24, with 2 processors and 
4 megawords (32 Mbyte) of main memory. This interim 
system had a peak performance of 400 MFlop/s. One 
year later, it was exchanged for a CRAY YMP/432, 
i.e., a system with 4 processors and 32 megawords 
(256 Mbyte) of main memory and a peak performance 
of 1,333 MFlop/s. Finally, the system was upgraded to 
8 Processors (2,666 MFlop/s) and 1 GByte. 

At that time, the performance advantage of the CRAY 
YMP over the mainframelike Cyber systems at LRZ 
was more than one magnitude. It was not only this big 
jump in compute performance, but also the unprece
dented memory bandwidth which made it relatively 
easy to be used. One processor of the system could 
perform two loads and one store operation from mem
ory per cycle, and could perform an addition and multi
plication in parallel. Neglecting side effects, the system 
was able to sustain the following loop kernels with 
near peak performance.

A(i) = B(i) + alpha*C(i) (Eq.1) 
A(i) = A(i) + alpha*C(i)  (Eq.2)

Why is this so important? The general triad (Eq.1) is 
representative for many engineering applications 
whereas the linked triad (Eq.2) is typical for problems 
with matrix multiplications. The machine balance for 
the Cray YMP can be calculated as 

memory bandwidth / peak performance  = 
(3 words/cy) / (2 Flops/cy) = 12 Byte / Flop 

The CRAY T90 (4 Procs, 7.2 GFlop/s, 1 GByte) (in
stalled in 1996) had an even slightly better balance of 
13.3. It was never reached by any other system at 
LRZ. The good machine balance and  wellperforming 
autovectorizing compilers made it relatively easy to 
be programmed. Background monitoring by hardware 
performance counters showed a relatively high per
centage compared to peak performance what could be 
gained in everyday operation (see Table 1). 

The Cray vector systems had first approaches for 
parallel processing: macrotasking (parallelism at the 
subroutine level with explicit calls), microtasking (par
allelism at the loop level), and autotasking (automatic 
multitasking). The latter two were directive driven.

Microprocessor, First parallel computers

Microprocessors had triggered the boom in personal 
computers. The exponential growth in transistor densi
ty and compute performance (Moore’s law), cheaper 
and larger memory technology led to the socalled 
“Attack of the Killer Micros” in the early 1990ies. The 
small memory on the vector computers, limited possi
bilities to improve a fixed sized problem by vectoriza
tion or parallelization (Amdahl’s law) were replaced by 
expectation for scalable algorithms which can make 
use of cheap processors as well as of more and cheap 
memory to solve ever larger problems (Gustafsons’s 
law). Instead of costly connections from CPU to mem
ory, fast and low latency caches mitigated the effect of 
missing memory bandwidth.

The first parallel system KSR1 was installed in 1993 
(1.3 GFlop/s, 1 GByte). It was a is a virtual shared 
memory system, where data that were not present in 
the local cache of a node were automatically trans
ferred from another node in the network. Therefore, it 
had a Nonuniform Memory Access (NUMA). Paral
lelization was performed in the shared memory by 
directives similar as today with OpenMP

C*KSR* tile (ij) n 
DO  I=1,Nx …

Two message passing libraries (TCGMSG and PVM) 
were also available. While KSR1 was running quite 
stable, the target system for the second phase (KSR2, 
110 nodes, 8.8 Gflop/s) had too many technical prob
lems and was not accepted by LRZ, Also, the system 
vendor, Kendall Square Research, collapsed due to 
accounting irregularities.

Since LRZ had no financial losses, an IBM SP2 (77 
nodes, 21 Glop/s, 17 GB) system could installed as re
placement in 1996. The SP2 was equipped with
RS/6000 Power2 RISC processors. The first MPI 
standard was released in June 1994, but was not 
available from the start of operation of the system, 
only one year later. First versions of OpenMP followed 
in 1998. 

The SP2 paved the way for parallel computing at LRZ. 
However, the extensive task of the users was now to 
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convert their sequential algorithms to message pass
ing and to make efficient use of the cache hierarchy. 
Also, a first embodiment of parallel file systems was 
available. PIOFS was the ancestor of GPFS, which 
was later used on LRZ systems.

A remarkable breakthrough for massively parallel com
puting was the victory of the IBM SP2 “Deep Blue” 
over the chess world champion Kasparow in 1996. 

Terascale, Combining vector and parallel 
computing

Fortunately, it was possible to combine the “good” 
characteristics of a vector computer with the scalability 
of parallel systems. A Fujitsu VPP 700 with 52 nodes 
(114 Glop/s, 104 GB) was installed in 1998. However, 
it was already clear that the machine balance of 8 
Byte/Flop was at the limits of what is technically 
practicable. 

The first system that was available for researchers 
from all over Germany was the Hitachi SR8000 
(2 TFlop/s, 1.4 TByte for Phase 2). It was comprised of 
168 compute nodes, each with eight compute proces
sors plus one service processor, totaling 1,344 com
pute processors. At the time of installation, the 
SR8000 was the fastest civil computer in the world, 
ranked at No. 4 of the TOP500 list. It was the first 
computer in Europe to reach more than one TFlop/s. 

The S8000 provided a unique hybrid approach. The 
processors originated from an IBM PowerPC design 
with additional hardware support for fast thread syn
chronization. It had a relatively high memory band
width, which was used by specific extensions: 160 
floating point registers and up to 16 outstanding pre
fetch instructions were available to prefetch cache 
lines in advance of the actual computation to the L1 
cache (128 kByte). No other caches were present in 
the node. It also had preload instructions for loading 
single data in advance. A sliding window technique 
was used to breakdown the prefetches from the physi
cal to the logical RISC registers. The software pipelin
ing by the compiler for these features was called 
pseudovectorization. It was complemented by the 
possibility of autoparallelization for shared memory 
parallelization with eight threads, or by the OpenMP
like distribution of large loops over the nodeproces

sors, called Cooperative Microprocessors in a single 
Address Space (COMPAS). Parallelization across 
nodes could also be done by directly assigning an MPI 
process to a single processor (MPP mode) or by as
signing the whole node to an MPI process (COMPAS 
node)

Already during the installation phase of the SR8000, it 
became evident that the LRZ building in downtown 
Munich had no perspective for containing even larger 
systems. A new building in Garching then provided ex
cellent infrastructure and enough floor space, power, 
cooling, and energy efficiency. The first “Computer 
Cube” from 2006 was soon extended to a “Double 
Cube” in 2011.

Large Shared Memory, but the Free Lunch 
was over

With the general transition to 64bit architectures Intel 
tried to establish a new processor line, the Itanium. 
Very large memory could now be addressed and the 
new programming paradigm “Explicit parallel instruc
tion computing” should make it possible to execute 
several instructions in parallel. The parallel instructions 
were arranged by the compiler, rather than using com
plex hardware for instruction scheduling. Already the 
first version of Itanium was capable of execution six 
instructions per cycle. One big advantage, particularly 
for HPC applications, was the predictability regarding 
when data from memory or cache would be available 
in the execution units [2]. 

LRZ installed an SGI ALTIX system with the Itanium 
architecture (IA64) in its new building in Garching. 
The system was again ranked among the TOP10 
system in the world (62.3 TFlop/s, 39 TByte). The 
increase in peak performance was very impressive, 
while the machine balance dropped to 0.56 Byte/Flop. 
The SGI Altix was a cache coherent nonuniform 
memory access (ccNUMA) system where the whole 
main memory of the system could be reached from 
each processor. In principle, now was working what 
was promised by the KSR system 13 years ago. The 
dominant programming model kept to be message 
passing. Apart from some difficulties with the parallel 
file systems, the SGI Altix provided many years of 
good and stable service for the LRZ users. On the 
software side, some unification of software environ
ment for Intel compilers and libraries could be 
achieved with the LinuxCluster of LRZ, even though 
IA64 and X86 were not binary compatible. 
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Figure 1: Hitach SR8000 in the old computer room of LRZ.

Figure 2: SGI Altix in the new computer room of LRZ.
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The Itanium was a disaster for Intel [2]. Production of 
successor chips was delayed, AMD successfully ap
proached the market with 64bit extensions for the x86 
line, SGI filed for bankruptcy protection, and, perhaps 
most importantly, Microsoft and many other providers 
were not willing to support Itanium for their software 
(legacy drop). Finally, Intel dismissed the Itanium line 
and concentrated on its x8664 Xeons.

A substantial fraction of the performance increase 
came from the rise of processor frequency of micro
processors. But around the year 2004, this trend 
stopped at approximately 3.5 GHz. The slogan at this 
time was: “the free lunch is over” [3]. Any increase of 
frequency of a single processor would exponentially 
increase the power (and heat), and would cause 
severe technical challenges. Instead of increasing the 
processor frequency, it was more efficient to use two 
or more cores to gain the same peak performance. 
The increase in main memory continued to be much 
slower (“memory wall”), leading to larger caches and 
deeper and nonuniform memory hierarchies. More 
intranode and internode parallelism had to be used 
by the applications. Thus, the physical size of the 
systems again grew.

Petascale, WarmWater Cooling,  MultiCores

Energy consumption is an important fraction of the to
tal cost of ownership for HPC systems. The cost for 
cooling may sum up to about 30% of the energy bill. 
Therefore, the LRZ’s building extension in 2011 also 
featured an additional cooling loop for directly cooling 
the most powerhungry components with warm water 
of up to 55°C. This temperature enabled free cooling 
without the use of additional compressor chillers. LRZ 
was a pioneer for this technology which is now com
monly used all over the world.

In 2012, SuperMUC went into operation. Again, a very 
substantial increase in peak performance could be 
reached. With the extension of SuperMUC Phase 2, 
the system had more than 241,000 cores and a com
bined peak performance of the two installation phases 
of more than 6.8 PFlop/s (482 TByte memory) [4]. The 
machine balance lowered to 0.26 Byte/Flop for 
Phase 1 and 0.12 Byte/Flop for Phase 2, respectively. 
A multicore node of the Phase 1 consisted of sixteen 
Sandy Bridge cores arranged in two sockets, therefore 

the memory access was nonuniform. For Phase 2, 
Haswell nodes with 28 cores in two sockets were used 
(more details on SuperMUC Phase 1 and Phase 2 can 
be found in the Appendix).

The high peak performance of SuperMUC came from 
the Advanced Vector Extensions (AVX, AVX2) of the 
x86 instruction set. AVX introduced a threeoperand 
SIMD instruction format. AVX2 on Haswell could 
support vector instructions like a = a + b∙c on four 
times three double precision operands simultaneously 
per cycle. But Data needed to come from the L1 
Cache.

With SuperMUC, a complete x8664 software stack 
and programming environment, ranging from desktop, 
over cloud nodes and the LinuxCluster to the highest 
end was established, offering an enormous variety of 
opensource and commercial software. This attracted 
many new users.

The latest supercomputer at LRZ is SuperMUCNG, its 
architecture is described in more detail in the Appen
dix. The AVX512 instruction set of the Skylake 
processors increased the width of the vector register 
file from 256 to 512 bits, thus doubling the peak vector 
performance.  Already during the procurement of the 
system, it was clear that conventional microprocessors 
reached many technological limits, particularly power 
density and energy consumption. Further substantial 
increase in performance can only be achieved by the 
use of accelerator hardware like GPUs. Artificial intelli
gence and machine learning further drive the applica
tion of GPUs. Perhaps for AI a similar milestone as the 
historic chess match in 1996 was the defeat of a 
human player by Google DeepMind in a Go tourna
ment. AI, ML and Big Data will shape HPC and add 
new scientific cases.

Outlook

The next step in HPC, “Exascale” can only be reached 
with accelerators.  Like the transition to parallel pro
gramming in the 1990s, accelerated computing needs 
severe and disruptive changes in software and in the 
programming models. The performance of SuperMUC
NG Phase 2 will come primarily from accelerated 
nodes. Also, dedicated file systems will be available 
for the requirements of AI/ML. 

Over the years, we have seen that the performance 
increase in HPC did not come for free. It goes hand in 
hand with the use of specialized hardware and 
features: vectorization, SIMD, parallelization, shared 
memory, MPI and OpenMP, optimum use of caches, 
order of data, mixed precision programming, multi
cores, accelerators, offloading, hyperthreading, use of 
appropriate files systems and (very!) much more. Any 
failure in using one of these features may result in a 
performance drop, sometimes of more than one order 
of magnitude. Even with newly available high band
width memory, the memory wall will remain. 
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Figure 3: IBM iDataPlex “SuperMUC Phase 1” in the again extended 
computer room.
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The key performance data of the LRZ highend sys
tems are summarized in Table 1. It is not surprising 
that the ratio of peak performance to what could be 
gained in “every day operation” lowered over the 
years. The data were taken from LRZ background 
monitoring. Of course, this is heavily dependent on the 
actual application mix and large differences exist be
tween scientific areas. We only want to highlight the 
trend, not the actual values. And please, do not mix 
these data with the often cited “sustained perfor
mance” of a system. 

Over three decades we have sen an increase in peak 
performance of ten million. Even when considering the 
dropof the achieved performance, we still see roughly 
one million. However, only those users who are willing 
to consciously invest in adopting their applications to 
the everchanging hardware will remain scientifically 
competitive and will stay 35 years ahead of others, 
who do not so. As in the past, LRZ will provide courses 
and workshops for users to manage the challenges.
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Table 1: Key characteristics of LRZ HPC Systems . The last column "Everyday Percentage of Peak" describes the typical average performance of the application
mix at LRZ, measured by hardware counter monitoring over several years. For specific applications and/or a lot of effort and handoptimization, a substantial 
higher fraction of peak is still possible on modern machines, which was demonstrated with several codes on SuperMUC and SuperMUCNG.

More than three decades of supercomputing at LRZ – peak performance and machine balance
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In this book, the Leibniz Supercom
puting Centre (LRZ), a member of the 
Gauss Centre for Supercomputing 
(GCS), reports on the results of numeri
cal simulations, performed in the time 
frame July 2018 – June 2020. The 115 
project reports give an impressive over
view of the utilization of SuperMUC, the 
Tier0 system of the Bavarian Academy 
of Sciences and Humanities.

SuperMUC Phase 1 was in operation 
20122019, SuperMUC Phase 2 from 
2015 to 2020, and SuperMUCNG 
(above) started a friendly user phase in 
June 2020, with general user operation 
starting in August 2020. A detailed sys
tem description of the three systems can 
be found in the appendix.

The articles provide an overview of 
the broad range of applications that use 
high performance computing to solve 
challenging scientific problems. For each 
project, the scientific background is de
scribed, along with the results achieved 
and the methodology used. References 
for further reading are included with each 
report.


