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 A way how to cook an egg in cold water 

 

 

 

 

 

 

 

 

 
Thermal ablation, the most clinically advanced bioeffect of focused 

ultrasound, produces cell death in a targeted area with minimal damage to 

the surrounding tissue.  
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High Intensity Focused Ultrasound 
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Thermal Ablations by Ultrasound 
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How to Create Accurate Treatment Plans 

Sagittal plane Transverse plane 
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Acoustic Model 

• k-Wave Toolbox (http://www.k-wave.org) 

• 8000+ registered users 

• 3 base developers, 3 post-docs, 30 students 

• Full-wave 3D acoustic model  
• including nonlinearity 

• heterogeneities 

• power law absorption 

• Solves coupled first-order equations  

 

momentum conservation 

mass conservation 

pressure-density relation 

absorption term 

http://www.k-wave.org/
http://www.k-wave.org/
http://www.k-wave.org/
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k-space Pseudospectral Method 

 

 

 

 

 

 

 

• Operations executed in every time step 
• 6 forward 3D FFTs  

• 8 inverse 3D FFTs 

• 3+3 forward and inverse 1D FFTs in the case of non-staggered velocity 

• About 100 element wise matrix operations (multiplication, addition,…) 

 

•Global data set 
•14 +3 (scratch) + 3 (unstaggering) real 3D matrices 

•3+3 complex 3D matrices 

•6 real 1D vectors 

•6 complex 1D vectors 

•Sensor mask, source mask, source input 

•<0 , 20> real buffers for aggregated quantities (max, min, rms, max_all, min_all) 
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Numerical Dispersion and Stability 
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Computational Requirements 

Kidney and liver simulations (32 to 64 nodes) 

 

 

 

 

 

Prostate simulations (6 or 9 nodes, 150 simulations) 



• Domain size: 256 x 256 x 256 ~ 2GB of RAM 

• Original version, written in SSE 4.1 intrinsics 
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Profiling the Native Application on Xeon Phi 
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Code Refactorisation for Xeon Phi 



• Domain size: 256 x 256 x 256 ~ 2GB of RAM 

• Optimised code, written in OpenMP 4.0 intrinsics 
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Profiling the Optimised Version on Xeon Phi 
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Performance Comparison 
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3D FFT Performance 
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Where We Are with GPU… 

Maxwell TITAN-X 3.6x faster than a Salomon node 

 

Native KNC on part with Matlab on Maxwell TITAN X 



• KNC is not ready for k-Wave 

 

• FFT-MKL performance is pretty poor for domain sizes 

of interest. Cache coherency problems? 

• HDF5 I/O is terribly slow (forget about ZIP/SZIP 

compression) 

• MPI implementation is always slower when KNC is 

enabled (both intranode and internode). 

 

• Looking forward to KNL  

Jiri Jaros: Acceleration of the k-Wave toolbox on Xeon Phi  IT4Innovations, Feb 2017 15 

Conclusions 
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Comments and Questions 
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Thank you for your attention! 

jarosjir@fit.vutbr.cz 
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