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Notices and Disclaimers
Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on 
system configuration.
No product or component can be absolutely secure. 
Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more 
complete information about performance and benchmark results, visit http://www.intel.com/benchmarks .
Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, 
are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should 
consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with 
other products. For more complete information visit http://www.intel.com/benchmarks .
Intel® Advanced Vector Extensions (Intel® AVX) provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX
instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum turbo 
frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.
Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations 
include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on 
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not 
specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the 
specific instruction sets covered by this notice. 
Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and 
provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction. 
Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced 
data are accurate. 

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be claimed as the property of 
others.

http://www.intel.com/
http://www.intel.com/
http://www.intel.com/go/turbo
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Workshop on Deep 
Learning with Intel 

Optimized Software

Intel® OneAPI DevCloud
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Workshop 2: Deep Learning Module

13:30 - 14:45   Deep Learning – Optimized training instances

• Performance Optimized Deep Learning Frameworks solutions from Intel®

o TensorFlow and PyTorch optimizations for CPU via Intel® DNNL

• Distributed (data parallel) deep learning training with Horovod on a CPU 

cluster

• Large memory (100 GB to 1.5 TB) training with TensorFlow

• Federated Learning 

14:45 – 15:15 Hands On Session



36https://devcloud.intel.com/oneapi/get-started/

Please register 
your oneAPI

DevCloud account 
now!
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Intel-optimized 
deep learning 

training
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Distribution Details
§ Open Source  

§ Apache 2.0 License
§ Common DNN APIs across all Intel hardware.

§ Rapid release cycles, iterated with the DL community, to 
best support industry framework integration.

§ Highly vectorized & threaded for maximal performance, 
based on the popular Intel® MKL library.

For developers of deep learning frameworks featuring optimized performance on Intel hardware 

Direct 
1D/2D/3D 

Convolution

Rectified linear 
unit activation 

(ReLU)

Maximum 
pooling

Inner 
productLSTM / GRUExamples:

Intel® DNNL
Intel®’s Open-Source Deep Neural Networks Library

All products, computer systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.

CONV2D

Intel
Optimized

Neural Network

https://software.intel.com/en-us/oneapi



39

Deep learning frameworks

SEE ALSO: Machine Learning Libraries for Python (Scikit-learn, Pandas, NumPy), R (Cart, randomForest, e1071), Distributed (MlLib on Spark, Mahout)
Other names and brands may be claimed as the property of others.

Popular DL Frameworks are now optimized for CPU

See installation guides at  ai.intel.com/framework-optimizations/

*
*

*FOR

conda install  –c  anaconda   tensorflow
conda install  pytorch-cpu torchvision-cpu -c  pytorch

TensorFlow:
PyTorch:

https://www.intelnervana.com/framework-optimizations/
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No CHANGES TO TENSORFLOW / PYTORCH
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BFloat16 – 3rd Generation Intel® Xeon
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BFloat16 – 3rd Generation Intel® Xeon
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Increased performance
2 BF16 processes / cycle vs. 1 FP32

Similar accuracy
BF16 vs. FP32

Improved memory utilization
16 bits vs. 32 bits

Optimized libraries & frameworks

Intel Deep Learning Boost, enhanced with bfloat16
The cutting edge of AI innovation

1 For more complete information about performance and benchmark results, visit www.intel.com/3rd-gen-xeon-configs. See configuration details on slides 63-67.
For more information regarding performance and optimization choices in Intel software products., please visit https://software.intel.com/en-us/articles/optimization-notice.  

Up to

1.93X

For image classification 
vs. Intel Xeon Platinum 

8280 processors

HIGHER AI 
PERFORMANCE 

WITH INTEL 
DL BOOST1

S
P

E
E

D

ACCURACY

S 8-bit exp 23-bit mantissaFP32

S 7-bit
mantissaINT8

S 8-bit exp 7-bit 
mantissaBF16

http://www.intel.com/3rd-gen-xeon-configs
https://software.intel.com/en-us/articles/optimization-notice
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DISTRIBUTED DEEP LEARNING
TRAINING



45

Distributed training

Model parallelism data parallelism
D

AT
A

SHARD

SHARD

SHARD

A worker could be a CPU, a GPU,  a socket, or multiple cores.



46

PARAMETER SERVER

PS

WORKER 0 WORKER 1 WORKER 2

Gra
dien

t u
pdat

e Gradient update

Tree using gRPC calls
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horovod

WORKER 0
cores 0-3

WORKER 1
cores 4-7

WORKER 2
cores 8-11

Gradient update

Gradient u
pdateGradient update

Ring All-Reduce using MPI
https://arxiv.org/abs/1802.05799v3
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Message passing interface (mpi)

$ mpirun –H 192.168.1.100,192.168.1.105    hostname
aipg-infra-07.intel.com
aipg-infra-09.intel.com

$ mpirun –H host1,host2,host3    python hello.py
Hello World!
Hello World!
Hello World!
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changes to tensorflow
import tensorflow as tf
import horovod.tensorflow as hvd

hvd.init()

opt = tf.train.AdagradOptimizer(0.01 * hvd.size())
opt = hvd.DistributedOptimizer(opt)

hooks = [hvd.BroadcastGlobalVariablesHook(0)]

1

2

3

4



50

sockets & cores

lscpu

SOCKET
Receptacle on the 
motherboard for one 
physically packaged 
processor.

core
A complete private set 
of registers, execution 
units, and queues to 
execute a program.

W
orker 0

W
orker 1

W
orker 2

W
orker 3
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multiple workers per cpu
$  mpirun
-H hostA,hostB,hostC
-np 6
--map-by ppr:1:socket:pe=2
--oversubscribe
--report-bindings 
python train_model.py

OpenMPI
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multiple workers per cpu
$ mpirun
-H hostA, hostB, hostC
-n 6
-ppn 2 
-print-rank-map 
-genv I_MPI_PIN_DOMAIN=socket 
-genv OMP_NUM_THREADS=24 
-genv OMP_PROC_BIND=true 
-genv KMP_BLOCKTIME=1 
python train_model.py

Intel MPI
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multiple workers per cpu

R0  hostA [BB/BB/../..][../../../..]
R1  hostA [../../../..][BB/BB/../..]
R2  hostB [BB/BB/../..][../../../..]
R3  hostB [../../../..][BB/BB/../..]
R4  hostC [BB/BB/../..][../../../..]
R5  hostC [../../../..][BB/BB/../..]

SOCKET 0 SOCKET 1

mpirun -H hostA,hostB,hostC -np 6  --map-by ppr:1:socket:pe=2 …



54github.com/IntelAI/unet

Try it on 
GitHub
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BKC/BKM for HPC AI
• Docker
• SLURM
• Singularity
• NFS
• Lustre

https://www.intel.ai/best-practices-for-tensorflow-on-intel-xeon-processor-based-hpc-infrastructures
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LARGE MEMORY 
ADVANTAGES OF CPUS FOR 

DEEP LEARNING



57

Alexnet
(2012)

Perceptron
(1957)

Today
Resnet
(2015)

YOLO, GNMT
(2016)

BERT
(2018)

GPT-2  
(2019)

100M
1B

10B

100B

1T

26M

BERT 
Large
(2019)

…

BIGGER 
DATASET

BIGGER 
MODELS

BIGGER 
COMPUTE

Exponential growth 
~10X per year

Model Complexity
(# of parameters)

TimeML-NLP
(2019)

Next-gen dl
INCREASINGLY COMPLEX 

MODELS & DATA 

Other names and brands may be claimed as the property of others.
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In
pu
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e

Large

1MB

10MB

100MB

1GB

10GB

100GB

0.1MB

100MB 1GB 10GB
100GB 1000GB

Datacenter AI
Benchmarks & MLPerf

Small

VGG-16Benchmark
ImageNet: 224x224

Go
og

le
N

et

RN
et

-5
0

RN
et

-1
01 VGG-16

In
ce

pt
io

n-
v3

M-CNN, 
(1280x1024

Google: Transformer-LT
Eng-French, Param = 5.9B

Oil-Gas
Seismic 
Images 

( >4K^3)

Transformer-LT 
Big (Eng-Ger),

Progressive-GANS 
500x500x500

3D-GANs, 
25x25x25

Pl@ntNet, 224x224

ResNet-59, 896x896

3D Dense CNN
2Kx2Kx2K

Histopathology
100Kx200K

AmoebaNet
(2,512) 480x480

BERT-Large
Pre-Training, 
Param=336M

Small

Memory Required
Large

Benchmarks     
vs 

Real Usages
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1024x1280x3

26
x

DRUG DISCOVERY
224x224x3

Real AI workloads require large memory to train

3.4 hours

31 mins
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HPC POC: IMAGE CLASSIFICATION

Dell EMC
Joint Collaboration with Intel and SURFsara

Result
Training time reduced to 11 mins 
while increasing the accuracy 
across 10 categories relative to 
the existing DenseNet-121 model

*

Customer: Dell EMC, a 
multi-national systems 
and solutions company 
located in Round Rock, TX

Challenge: Train a chest X-ray model that 
delivers highly-efficient scaling 
performance on Intel® Xeon® processor 
nodes, while also delivering higher accuracy 
than the existing ChexNet model

Solution: 256-node cluster consisting of 
Dell EMC* PowerEdge C6420 with dual 
Intel® Xeon® Gold 6148 processor, Intel® 
Omni-Path fabric, and ResNet-50 topology. 
ResNet50 tests performed with TensorFlow* 
and Horovod*.

*Other names and brands may be claimed as the property of others.  
1 Compute Nodes: 2 sockets Intel® Xeon® Gold 6148F processor with 20 cores each @ 2.40GHz for a total of 40 cores per node, 2 Threads per core, L1d 32K; L1i cache 32K; L2 cache 1024K; L3 cache 33792K, 96 GB of 
DDR4, Intel® Omni-Path Host Fabric Interface, dualrail.  Software: Intel® MPI Library 2017 Update 4Intel® MPI Library 2019 Technical Preview OFI 1.5.0PSM2 w/ Multi-EP, 10 Gbit Ethernet, 200 GB local SSD, Red Hat* 
Enterprise Linux 6.7.  TensorFlow* 1.6: Built & Installed from source: https://www.tensorflow.org/install/install_sources ResNet-50 Model: Topology specs from 
https://github.com/tensorflow/tpu/tree/master/models/official/resnet.  DenseNet-121Model: Topology specs from https://github.com/liuzhuang13/DenseNet. Convergence & Performance Model: 
https://surfdrive.surf.nl/files/index.php/s/xrEFLPvo7IDRARs. Dataset:  ImageNet2012-1K: http://www.image-net.org/challenges/LSVRC/2012 /.  ChexNet*: https://stanfordmlgroup.github.io/projects/chexnet/. 
Performance measured with:  OMP_NUM_THREADS=24 HOROVOD_FUSION_THRESHOLD=134217728 export I_MPI_FABRICS=tmi, export I_MPI_TMI_PROVIDER=psm2 \ mpirun -np 512 -ppn 2 python resnet_main.py 
--train_batch_size 8192 --train_steps 14075 --num_intra_threads 24 --num_inter_threads 2 -- mkl=True --data_dir=/scratch/04611/valeriuc/tf-1.6/tpu_rec/train --model_dir model_batch_8k_90ep --use_tpu=False --
kmp_blocktime 1.
Performance results are based on testing as of (05/17/2018) and may not reflect all publicly available security updates. See configuration disclosure for details. No product can be absolutely secure.  
Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors.  Performance tests, such as SYSmark and MobileMark, are measured using specific
computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in
fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit http://www.intel.com/performance. 
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Challenge

Solution

How to “decode” the brain using 
neural networks on fMRI images. In 
other words, take a series of fMRI 
scans while patients are performing 
prescribed action then decode those 
tasks using just the fMRI images.

Training the neural networks on a 
multinode CPU system rather than 
using GPUs for training. The compute 
was done using Intel® Xeon® Gold 
6248 packaged in the 2U Dell 
PowerEdge C6420 dense compute 
platform, using the Intel® optimized 
TensorFlow version 1.11 with Intel® 
deep neural network library. 
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https://insidehpc.com/2019/11/slidecast-dell-emc-using-neural-networks-to-read-minds/

“If you want to build a better 
neural network, there is no 
better model than the human 
brain. In this project, McGill 
University was running into 
bottlenecks using neural 
networks to reverse-map fMRI 
images. The team from the Dell 
EMC HPC and AI Innovation Lab 
was able to tune the code to 
run solely on Intel Xeon-
Scalable processors, rather 
than porting to the university’s 
scarce GPU accelerators.”

– Luke Wilson, AI research Lead,
Dell HPC and AI Innovation Lab 

at Dell EMC

Logos and trademarks are property of their respective owners
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https://downloads.dell.com/manuals/common/dellemc_overcoming_memory_bottl
eneck_ai_healthcare.pdf

Challenge

Solution

Medical imaging workloads require more memory 
usage than other AI workloads because they 
often use higher-resolution 3D images. A scalable, 
large memory system is needed for training of 
deep learning models. 

Training the neural networks was effected on multinode
4-socket Dell R840 servers, each with 1.5 TB of RAM and 
equipped with the Intel® Xeon® Gold 6248 processor 
and using the Intel® optimized TensorFlow version 1.11 
with Intel® deep neural network library. 
Using the above system configuration, within 25 training 
iterations (epochs), close to state-of-the-art 
performance: 0.997 accuracy, 0.125 loss, and 0.82 dice 
coefficient was achieved.

AI-based Gliomas segmentation

Logos and trademarks are property of their respective owners
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“These models were only 
moderate size, and we require 
more GPU or CPU memory to 
be able to train larger models...

“Our estimations are based on 
our current GPU hardware 
specifications. We hope that 
switching to a CPU-based 
model (and using Intel-
optimized TensorFlow) will 
make training large model 
more feasible.”

– NEUROMOD/Université de 
Montréal

Benchmarking the memory usage of 3D U-Net model-training over various input tensors sizes on an Intel® Xeon® Scalable 
processor-based server with 1.5 TB system memory

Logos and trademarks are property of their respective owners

https://downloads.dell.com/manuals/common/dellemc_overcoming_memory_bottl
eneck_ai_healthcare.pdf
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FEDERATED LEARNING
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Some data

Eventually, we hit the limit of our dataset.

The Data Silo Problem

t
Model

t+1
Improved 

Model
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Some data

The Data Silo Problem

t
Model

t+1
Improved 

Model
Can we add 
more data?
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The Data Silo Problem

• Privacy / Legality (HIPAA / GDPR)
• Data too valuable (or value unknown)
• Data too large to transmit
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w w

w w
!!
"#$!

https://ai.googleblog.com/2017/04/federated-learning-collaborative.html

Federated Learning
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Federated Learning

t+1
Aggregator

t

t

a

b

c

a

b

c
Parameter

Server

t+1, a

t+1, b

t+1, c
t



71https://www.nature.com/articles/s41598-020-69250-1
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Federating the U-Net training [original institutions]*

How much better does each institution do when training on the full data vs. just their own data?
• ~ 17% better on the hold-out BraTS data
• ~ 2.6% better on their own validation data

https://www.nature.com/articles/s41598-020-69250-1



73https://github.com/IntelLabs/OpenFederatedLearning
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14:45 – 15:15 Hands On Session
• Intel®-Optimized Tensorflow

15:15-15:30:    Coffee Break

15:30-16:30    Deep Learning – Optimized inference instances
• Performance Optimized Deep Learning Inference using the Intel® 
distribution of the OpenVINO toolkit
o What is OpenVINO?
o Case studies from industry
o Model Serving
o Creating an inference pipeline for OpenVINO

16:30 - 17:00    Hands On Session
o AI Inference with the Intel Distribution of OpenVINO
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Workshop on Deep Learning
Optimized Training 

Instances

Intel® OneAPI DevCloud
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Intel® Optimized TensorFlow DEMO
https://github.com/IntelAI/unet/tree/master/single-node
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Sign Up Here: https://devcloud.intel.com/edge/
Intel’s Registration Passcode:

Code Valid From: 

Code Valid To:

Account Activation: 

Account Deactivation:

LRZ100951N10E
Oct 7, 2020, 00:01 PST

Oct 14, 2020, 23:59 PST

Now

30 days

Signup for Access to the Intel® DevCloud for Edge
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14:45 – 15:15 Hands On Session
• Intel®-Optimized Tensorflow

15:15-15:30:    Coffee Break

15:30-16:30    Deep Learning – Optimized inference instances
• Performance Optimized Deep Learning Inference using the Intel® 
distribution of the OpenVINO toolkit
o What is OpenVINO?
o Case studies from industry
o Model Serving
o Creating an inference pipeline for OpenVINO

16:30 - 17:00    Hands On Session
o AI Inference with the Intel Distribution of OpenVINO
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AI INFERENCE



80

WRITE once, deploy & scale diversely

Model 
Optimizer

Inference 
Engine

CPU FPGA

GPUEdge

*Other names and brands may be claimed as the property of others.
All products, computer systems, dates, and figures are preliminary based on current 
expectations, and are subject to change without notice.
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WRITE once, deploy & scale diversely
Model 

Optimizer
Inference 

Engine

x5
x3 nChw16c

Memory Blocking
(Reordering)

RAM
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USE CASE

https://newsroom.intel.com/news/intel-philips-accelerate-deep-learning-
inference-cpus-key-medical-imaging-uses

Intel® Xeon® Platinum 8168 processor at 2.70 GHz, Intel® Hyper-Threading Technology (Intel® HT Technology) disabled
Baseline: TensorFlow 1.2 (standard, no Intel optimizations)

“Intel® Xeon® Scalable processors 
appear to be the right solution for 
this type of AI workload. Our 
customers can use their existing 
hardware to its maximum 
potential, while still aiming to 
achieve quality output resolution 
at exceptional speeds.”

–Vijayananda J., Chief Architect 
and Fellow, Data Science and AI at 
Philips HealthSuite Insights

Optimization Notice

https://software.intel.com/en-us/articles/optimization-notice
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USE CASE

Intel® Xeon® E5-2650 v4 using only 4 cores 
Baseline: TensorFlow 1.2 (standard, no Intel optimizations)

“We think using general-
purpose processors, tools, and 
frameworks from Intel® can 
offer a cost-effective way to 
leverage AI in medical 
imaging in new and 
meaningful ways.”

David Chevalier, Principal 
Engineer, GE Healthcare

https://www.intel.ai/ai-enhanced-medical-imaging-to-improve-radiology-
workflows

Optimization Notice

https://software.intel.com/en-us/articles/optimization-notice
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USE CASE
“Siemens Healthineers and Intel® have a 
shared goal to improve healthcare by 
applying AI where the data is generated 
— right at the edge using 2nd-
generation Intel® Xeon® Scalable 
processors with Intel® Deep Learning 
(DL) Boost and the Intel® Distribution for 
OpenVINO™. This enables real-time 
applications of cardiac MRI, making 
data interpretation available right after 
it’s collected.”

David Ryan, General Manager, Health 
and Life Sciences Sector, Internet of 
Things Group, Intel

https://newsroom.intel.com/news/siemens-healthineers-intel-demonstrate-
potential-of-ai-real-time-cardiac-mri-diagnosis

2nd-Gen Intel® Xeon® Platinum 8280 Processor with Intel® OpenVINO™. FP32 versus INT8 w/ DL Boost
Optimization Notice

https://software.intel.com/en-us/articles/optimization-notice


85BERT

NLP Use Case
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https://www.intel.com/content/www/us/en/customer-spotlight/stories/max-planck-
institute-customer-story.html

“The 3D data volume is at 
least a 1,000 times larger 
than the previous 2D data 

volume, making the 
analysis and evaluation of 

individual layers by 
human experts impossible. 

By contrast, with the 
OpenVINO™ toolkit 

processing times of one 
3D image are now under 

an hour.” 
—Andreas Marek, Senior HPC 
expert and Lead of the Data 
Analytics Group, Max Planck 
Computing and Data Facility 

(MPCDF)
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Speed Memory



88View All } https://software.intel.com/en-us/iot/reference-implementations

Restricted Zone Notifier
Secure work areas and 
send alerts if someone 
enters the restricted 
space.

Parking Lot Tracker
Receive or post information on available parking 
spaces by tracking how many vehicles enter and 
exit a parking lot.

Use Cases
• Track and analyze vehicle activity
• Report on parking space availability

Shopper Gaze Monitor
Build a solution to analyze customer expressions 
and reactions to product advertising collateral 
that is positioned on retail shelves.

Use Cases
• Measure active versus inactive user product 

engagement
• Capture analytics on shopper reactions to 

visual ads

Shopper Mood Monitor
Detect the mood of shoppers when looking at a 
retail or kiosk display.

Use Cases
Mall shoppers using interactive or map kiosk
Grocery store shoppers viewing digital signage 
ads
Hospitals using a kiosk to assist patients or 
visitors

Machine Operator Monitor
Send notifications when an 
employee appears to be 
distracted when operating 
machinery.

Use Cases
• Industrial or manufacturing 

facilities
• Construction sites
• Warehouses

Intruder Detector
Build an application that 
alerts you when someone 
enters a restricted area. 
Learn how to use models 
for multiclass object 
detection.

Use Cases
• Record and send alerts on 

activity in controlled 
spaces

• Track parking lots, 
entrances, and property

Store Traffic Monitor
Monitor three different 
streams of video that count 
people inside and outside 
of a facility. This 
application also counts 
product inventory.

Use Cases
• Movement of people
• Foot activity in retail or 

warehouse spaces
• Inventory availability of 

products on shelves

Use Cases
• Track worker activity in 

proximity to heavy 
machinery

• Develop safety solutions 
using computer vision 
technologies

Quickly deploy with pre-built projects
open-sourced reference implementations

https://software.intel.com/en-us/iot/reference-implementations
https://software.intel.com/en-us/iot/reference-implementations/restricted-zone-notifier
https://software.intel.com/en-us/iot/reference-implementations/parking-lot-tracker
https://software.intel.com/en-us/iot/reference-implementations/shopper-gaze-monitor
https://software.intel.com/en-us/iot/reference-implementations/shopper-mood-monitor
https://software.intel.com/en-us/iot/reference-implementations/machine-operator-monitor
https://software.intel.com/en-us/iot/reference-implementations/intruder-detector
https://software.intel.com/en-us/iot/reference-implementations/store-traffic-monitor
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Openvino model server
• Same gRPC API as 

TensorFlow Serving
• Implemented as a Python* 

service
• Fully compatible with same 

clients
•Optimized for Intel® CPU, 

FPGA, VPA
• Suited for Docker containers

https://github.com/IntelAI/OpenVINO-model-server
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Openvino model server

Serialization 
method has 
big impact 
on latency

https://software.intel.com/en-us/articles/performance-boosting-in-seldon
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Performance results are based on internal testing done on 27th September 2018 and may not reflect all publicly available security updates. See configuration disclosure for details. No 
product can be absolutely secure. Test configuration: Dual Intel® Xeon® Platinum 8180 processor @ 2.50GHz, 376.28GB total system memory, Ubuntu-16.04-xenial operating system.

Up to 5x 
improvement 

over 
TensorFlow 

Serving

Openvino model server

https://www.intel.ai/openvino-model-server-boosts-ai-inference-operations



92https://docs.01.org/clearlinux/latest/guides/stacks/greengrass.html



93https://www.adlinktech.com/en/News_19120300290236500
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Sign Up Here: https://devcloud.intel.com/edge/
Intel’s Registration Passcode:

Code Valid From: 

Code Valid To:

Account Activation: 

Account Deactivation:

LRZ100951N10E
Oct 7, 2020, 00:01 PST

Oct 14, 2020, 23:59 PST

Now

30 days

Signup for Access to the Intel® DevCloud for Edge
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Intel® distribution of Openvino™ toolkit

software.intel.com/openvino-toolkit

Supports 100+ public 
models, incl. 30+ 

pretrained models

D E E P  L E A R N I N G C O M P U T E R  V I S I O N

Model 
Optimizer

Inference 
Engine Computer vision library

(kernel & graphic APIs)

Multiple products launched 
based on this  toolkit

Breadth of product 
portfolioRapid adoption by developers

Supports major AI frameworks Cross-platform flexibility High Performance, high Efficiency

Optimized media 
encode/decode functions

OpenCL™

Strong Adoption + Rapidly Expanding Capability

Optimization Notice

*Other names and brands may be claimed as the property of others.
All products, computer systems, dates, and figures are preliminary based on current 
expectations, and are subject to change without notice.

https://software.intel.com/en-us/openvino-toolkit
https://software.intel.com/en-us/articles/optimization-notice
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WRITE once, deploy & scale diversely

Model 
Optimizer

Inference 
Engine

CPU FPGA

GPUEdge

*Other names and brands may be claimed as the property of others.
All products, computer systems, dates, and figures are preliminary based on current 
expectations, and are subject to change without notice.
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Machine Learning and Mammography
Detecting invasive ductal carcinoma with convolutional 
neural networks showing how existing deep learning 
technologies can be utilized to train artificial intelligence (AI) 
to be able to detect invasive ductal carcinoma (IDC)1 (breast 
cancer) in unlabeled histology images.

AI Assists with Skin Cancer Screening
Doctor Hazel, a skin cancer screening service powered by 
AI that operates in real time, relies on an extensive library 
of images to distinguish between skin cancer and benign 
lesions, making it easier for people to seek professional 
medical advice.

AI Helps Detect Bacteria in Water
Offline analysis is accomplished with a digital microscope 
connected to a laptop running Ubuntu* and the Intel® 
Movidius™ Neural Compute Stick. After analysis, 
contamination sites are marked on a map in real time

AI has the power to make a 
difference and change lives. 
What will you make?
Get Started Today }
intel.com/ncs

Intel neural compute Stick 2
healthcare USE Cases

https://software.intel.com/en-us/articles/detecting-invasive-ductal-carcinoma-with-convolutional-neural-networks
http://www.breastcancer.org/symptoms/types/idc
https://software.intel.com/en-us/articles/ai-helps-with-skin-cancer-screening
https://software.intel.com/en-us/articles/ai-driven-test-system-detects-bacteria-in-water
https://software.intel.com/en-us/neural-compute-stick
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Trained 
TensorFlow, 
ONNX model

Run model 
optimizer

Inference 
Engine

User 
Application

IR

.xml
.bin

OPENVINO WORKFLOW
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Intermediate representation (IR) File

The .bin file just has the weights.
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Graph-level optimizations
Tensor Paddings

Pad
Filter

Conv2D PadWithConv2D

Tensor

Paddings

Filter

Before Fusion After Fusion
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SeTUP
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MODEL OPTIMIZER



103Analogous to TensorFlow feed_dict

ONNX too!
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net.inputs.keys()
net.outputs.keys()

CHANNELS FIRST
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Resize the input 
(e.g. fully convolutional models)
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What devices do I have?



107Search YouTube for “Intel OpenVINO”
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109devmesh.intel.com



110https://software.intel.com/en-us/devcloud
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Sign Up Here: https://devcloud.intel.com/edge/
Intel’s Registration Passcode:

Code Valid From: 

Code Valid To:

Account Activation: 

Account Deactivation:

LRZ100951N10E
Oct 7, 2020, 00:01 PST

Oct 14, 2020, 23:59 PST

Now

30 days

Signup for Access to the Intel® DevCloud for Edge


