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Notices and Disclaimers
Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on 
system configuration.

No product or component can be absolutely secure. 

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more 
complete information about performance and benchmark results, visit http://www.intel.com/benchmarks .

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, 
are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should 
consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with 
other products. For more complete information visit http://www.intel.com/benchmarks .

Intel® Advanced Vector Extensions (Intel® AVX) provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX
instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum turbo 
frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations 
include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on 
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not 
specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the 
specific instruction sets covered by this notice. 

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and 
provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction. 

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced 
data are accurate. 

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be claimed as the property of 

others.

http://www.intel.com/
http://www.intel.com/
http://www.intel.com/go/turbo
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Agenda

15:45-17:00, Distributed Training and Federated Learning

▪ 15:45 – 16:15 Distributed Deep Learning Training 

▪ 16:15 – 16:45 Federated Learning

▪ 16:45 – 17:00 Quiz Time
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DISTRIBUTED DEEP LEARNING
TRAINING
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Distributed training

Model parallelism data parallelism
D
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A worker could be a CPU, a GPU,  a socket, or multiple cores.
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PARAMETER SERVER

PS

WORKER 0 WORKER 1 WORKER 2

Tree using gRPC calls
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horovod

WORKER 0
cores 0-3

WORKER 1
cores 4-7

WORKER 2
cores 8-11

Gradient update

Ring All-Reduce using MPI
https://arxiv.org/abs/1802.05799v3
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Message passing interface (mpi)

$ mpirun –H 192.168.1.100,192.168.1.105    hostname
aipg-infra-07.intel.com
aipg-infra-09.intel.com

$ mpirun –H host1,host2,host3    python hello.py
Hello World!
Hello World!
Hello World!
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changes to tensorflow
import tensorflow as tf
import horovod.tensorflow as hvd

hvd.init()

opt = tf.train.AdagradOptimizer(0.01 * hvd.size())
opt = hvd.DistributedOptimizer(opt)

hooks = [hvd.BroadcastGlobalVariablesHook(0)]
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sockets & cores

lscpu

SOCKET
Receptacle on the 
motherboard for one 
physically packaged 
processor.

core
A complete private set 
of registers, execution 
units, and queues to 
execute a program.
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multiple workers per cpu
$  mpirun
-H hostA,hostB,hostC
-np 6
--map-by ppr:1:socket:pe=2
--oversubscribe
--report-bindings 
python train_model.py

OpenMPI
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multiple workers per cpu
$ mpirun
-H hostA, hostB, hostC
-n 6
-ppn 2 
-print-rank-map 
-genv I_MPI_PIN_DOMAIN=socket 
-genv OMP_NUM_THREADS=24 
-genv OMP_PROC_BIND=true 
-genv KMP_BLOCKTIME=1 
python train_model.py

Intel MPI
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multiple workers per cpu

R0  hostA [BB/BB/../..][../../../..]

R1  hostA [../../../..][BB/BB/../..]

R2  hostB [BB/BB/../..][../../../..]

R3  hostB [../../../..][BB/BB/../..]

R4  hostC [BB/BB/../..][../../../..]

R5  hostC [../../../..][BB/BB/../..]

SOCKET 0 SOCKET 1

mpirun -H hostA,hostB,hostC -np 6  --map-by ppr:1:socket:pe=2 …
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HOROVODRUn COMMAND

https://horovod.readthedocs.io/en/stable/running_include.html

horovodrun -np 4 -H node-4984:2,node-4985:2 --binding-args="--
map-by ppr:2:socket:pe=10" --mpi-args="--report-bindings" python 
train_horovod.py



14github.com/IntelAI/unet

Try it on 
GitHub
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BKC/BKM for HPC AI
• Docker
• SLURM
• Singularity
• NFS
• Lustre

https://www.intel.ai/best-practices-for-tensorflow-on-intel-xeon-processor-based-hpc-infrastructures
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FEDERATED LEARNING
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Some data

Eventually, we hit the limit of our dataset.

The Data Silo Problem

t
Model

t+1

Improved 
Model
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Some data

The Data Silo Problem

t
Model

t+1
Improved 

Model

Can we add 
more data?
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Challenges for Training AI Models?

▪ Data is legally protected (HIPAA, GDPR)
▪ Data is sensitive 
▪ Data too valuable or value unknown
▪ Data too large to transmit
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Centralized Learning vs Federated Learning

Centralized Learning Federated Learning

Training
Infrastructure

Data A

Data 
B

Data 
C

Data Owner 
A

Data Owner 
B

Data Owner 
C

Model
Aggregation

Server

Model 
update A

Model 
update B

Model 
update C Updated 

model

Data Owner A

Data Owner B

Data Owner C

Governor

Collaborators
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get_batch_data()

50 Foot View of Federated Learning

Aggregation



22https://www.nature.com/articles/s41598-020-69250-1
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Federating the U-Net training [original institutions]*

How much better does each institution do when training on the full data vs. just their own data?

• ~ 17% better on the hold-out BraTS data
• ~ 2.6% better on their own validation data

https://www.nature.com/articles/s41598-020-69250-1
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github.com/intel/openfl
openfl.readthedocs.io/

https://github.com/intel/openfl
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OpenFL Interfaces
Python API

Experimentation, Single Node

fx CLI

Production, Multi-node
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CollaboratorCollaborator
Aggregator Collaborator

Tensor DB Tensor  Codec

Task Assigner

Tensor DB Tensor  Codec

Task Runner Private Data

LOCALGLOBAL

gRPC TLS

Use the 
federation 
for other 

tasks?

50 Foot View of OpenFL Architecture

pip install openfl
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FL Plan

Aggregator Plan

Collaborator Plan

Task Runner

Data Loader
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OpenFL Python API
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OpenFL Python API
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OpenFL Flow

1. Setup PKIs (recommend commercial CA)
2. Define TF/PyTorch/Other model
3. Define data loader
4. Define FL Plan
5. Create OpenFL workspace
6. Distribute OpenFL workspace
7. Start OpenFL task runner
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OpenFL fx CLI

Fully-functional demos as templates:
• Keras CNN for MNIST
• TensorFlow 2D U-Net
• TensorFlow CNN for Histology
• PyTorch CNN for MNIST
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OpenFL fx CLI
https://github.com/intel/openfl/blob/develop/tests/gitlab/test_hello_federation.sh
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OpenFL fx CLI
https://github.com/intel/openfl/blob/develop/tests/gitlab/test_hello_federation.sh

Aggregator Collaborator A Collaborator B
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Federated Tumor Segmentation (FeTS) Challenge

https://www.med.upenn.edu/cbica/fets/miccai2021

• Task 1 ("Federated Training")
• Task 2 ("Federated Evaluation")

Starts May 2021
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Quiz Time


