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SigOpt empowers teams to build the best models

Design Experiments

“Integrating SigOpt into our 
modeling platform empowers 
our team to more efficiently 
experiment, optimize and, 

ultimately, model at scale.”

Explore Modeling Problems

“We’ve integrated SigOpt’s 
optimization service and are 

now able to get better results 
faster and cheaper than any 
solution we’ve seen before.”

Optimize Models

“SigOpt is the most advanced 
and complete solution...we have 
encountered, and it enables us 

to produce robust and 
reproducible research with 

reliable results.”
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How SigOpt empowers AI developers
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Environment

SigOpt 
Dashboard

SigOpt 
API

Metadata: Metrics, 
Parameters, Datasets, etc.

Artifacts

Any Optimizer 
(including 

SigOpt)

Parameters,
Metrics

New Model 
to Train

Results
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SigOpt works with any stack in any domain

https://arxiv.org/pdf/2103.02565.pdf
https://sigopt.com/blog/academic-interview-with-the-diva-team-from-the-university-of-fribourg/
https://sigopt.com/blog/highlight-bayesian-optimization-for-antireflective-superomniphobic-glass/
https://www.twosigma.com/articles/why-two-sigma-is-using-sigopt-for-automated-parameter-tuning/
https://sigopt.com/blog/how-b-next-applies-sigopt-to-covid-19-research/
https://sigopt.com/blog/academic-interview-with-brady-neal-from-mila/
https://sigopt.com/blog/academic-interview-with-brady-neal-from-mila/
https://sigopt.com/blog/highlight-bayesian-optimization-for-antireflective-superomniphobic-glass/
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What is an intelligent approach to experimentation?
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Experimentation

Track work

Utilize compute

Generate plots

Stitch together tooling

Understand model behavior

Compare runs

Collaborate on projects
Report on metrics

Analyze parameter space

Optimize hyperparameters

Warm start development

Select architecture

Debug code

Define metrics
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Experimentation

“...provides insight into cause-and-effect by 
demonstrating what outcome occurs when a 

particular component is manipulated...”

Intelligent
Experimentation

“...makes recommendations based on design 
decisions on how to explore modeling problems 

in order to find the optimal solution(s)...”
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Design

ExploreOptimize
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9

Data decisions to be made:
● Data sources/versions
● Cleaning
● Feature engineering
● Augmentation
● more...

Design is a series of decisions

Choose the model

Choose the loss function

Choose the data

Design Explore   Optimize
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Design Explore   Optimize

Design is a series of decisions

Choose the model

Choose the loss function

Choose the data
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Design is a series of decisions

Choose the model

Choose the loss function

Choose the data

Design Explore   Optimize
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How do you get all of these decisions right?

You don’t. Instead, try and track everything.

Design is a series of decisions

Choose the model

Choose the loss function

Choose the data

Design Explore   Optimize



13 |     

Try and track everything in SigOpt with a few lines of code

Design Explore   Optimize
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More than just model.fit() Lifecycle of a metric

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics

Design Explore Optimize
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Design Explore Optimize

More than just model.fit()

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics

Training metrics and how to optimize them

https://ruder.io/optimizing-gradient-descent/
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Design Explore Optimize

Convergence Matters, Track Training MetricsMore than just model.fit()

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics

https://ruder.io/optimizing-gradient-descent/
https://app.sigopt.com/docs/runs/intro
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Design Explore Optimize

More than just model.fit()

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics

Track Validation Metric Tradeoffs
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Guardrail metrics represent limitations enforced on the 

models so as to be viable in production.

● Maximum inference time

● Minimum throughput

● Maximum model size

● Maximum power

● Model interpretability

● Application-specific needs

Design Explore Optimize

More than just model.fit()

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics
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Another view at optimizing multiple metrics

Size ≤ 0.15 * 106 parameters

Design Explore Optimize

More than just model.fit()

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics
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The metrics of most interest to us are often unavailable

during model development.

● Click-through-rate tomorrow

● Profit over the next month

● Failure probability in a new market

Making final decisions about deployment may involve 

multiple stakeholders and experts in a project.

Design Explore Optimize

More than just model.fit()

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics

True measure of modeling success
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Design Explore Optimize

More than just model.fit()

Validation Metrics

Production Metrics  

Guardrail Metrics

Training Metrics

Can our metrics help us prepare for production?
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Design Explore   Optimize

Boost model performance

Optimizing Many Metrics

And More...

Bring Your Own Optimizer

Bayesian Optimization

Use SigOpt to optimize validation metrics
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Boost model performance

Optimizing Many Metrics

And More...

Bring Your Own Optimizer

Bayesian Optimization

Use SigOpt to optimize multiple validation metrics

Design Explore   Optimize
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Boost model performance

Optimizing Many Metrics

And More...

Bring Your Own Optimizer

Bayesian Optimization

Use SigOpt to log runs from any optimizer

Design Explore   Optimize
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Boost model performance

Optimizing Many Metrics

And More...

Bring Your Own Optimizer

Bayesian Optimization
Metric 

Strategy 
Parameter 
Constraints

Conditional 
Parameters

Black-Box 
Constraints

Failure 
Regions

Multitask 
Optimization

Convergence 
Monitoring

Automated 
Early Stopping

Experiment 
Transfer

Multimetric 
Optimization

Multisolution 
Optimization

Constraint 
Active Search

Examples of advanced features in SigOpt

Design Explore   Optimize
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Design

Optimize Explore

Choose the data

Choose the model

Choose the loss function

Training Metrics

Validation Metrics

Guardrail Metrics

Production Metrics

Bayesian Optimization

Optimizing Many Metrics

Bring Your Own Optimizer

And More...

Insight
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Putting It All Together
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Follow Along On Your Own:

1) Sign Up For A SigOpt Account:

sigopt.com/signup

1) Navigate To The Course Material:

tinyurl.com/SigOptTraining



Thank You

Tobias Andreasen – Machine Learning Engineer, tobias.andreasen@intel.com


