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- Aim: provide an introduction to multiuser cluster systems in general and to those operated at the Leibniz Supercomputing 
Centre (LRZ), specifically

- You will probably benefit the most if you’re not yet familiar with the LRZ HPC/HPDA/HPAI infrastructure, but plan to 
work with these systems in the future

- A majority of systems will be covered in more detail in dedicated sessions later this week

By the end of today’s workshop, you should have a general understanding of multiuser HPC/HPDA/HPAI 
cluster systems and the basic skills to successfully interact remotely with such systems at LRZ
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User perspective



User Perspective: System Access
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User Perspective: Environment & Workspace

• These are systems shared by many users, i.e. other people will be working on the same 
(login) node at the same time.

• Be aware of your surroundings and considerate of your fellow colleagues!
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User Perspective: Environment & Workspace

• You don’t have administrative rights on these systems, i.e. no root 
access.

• This may be in contrast to your local machine and certain usage 
patterns and/or expectations may therefore not apply, e.g.,
• you will not be able to use the sudo command
• you’re prohibited from making system-wide modifications
• disk access is restricted to your home directory (and possibly 

other storage areas accessible to your account, e.g., your DSS 
containers)

• That said, your home (directory) is your castle – there, anything 
goes!
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User Perspective: Environment Modules

• If available on the system, modules allow for the dynamic modification of environment 
variables, e.g., they provide a flexible way to access various applications and libraries 
available on the system

• List the currently active modules (loaded by default):
$ module list

• Search for available modules:
$ module available <module> or
$ module av <module>

• Get more information about a specific module:
$ module show <module>

• Use $ module load <module> to apply the changes of a module to the environment
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User Perspective: Package Managers

• Short of manually compiling all the binaries you need (of course, 
this is an option, too), you can resort to using package managers 
to set up the software/applications you need

• This will have to take place in your home directory, obviously

• Spack (https://spack.io/) is “a package manager for 
supercomputers, Linux, and macOS. It makes installing scientific 
software easy”. It is “supporting multiple versions, configurations, 
platforms, and compilers”.
It is used to set up (most of) the software available on the Linux 
Cluster and SuperMUC-NG. This setup can be extended by users.
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User Perspective: Package Managers

• Conda (https://conda.io) is “a package, dependency and 
environment management for any language – Python, R, Ruby, 
Lua, Scala, Java, JavaScript, C/ C++, FORTRAN, and more”.

• pip (https://pip.pypa.io) is “the package installer for Python. 
You can use it to install packages from the Python Package Index 
and other indexes”.
Make sure to install packages to the home directory instead of the 
system-wide default location:
$ pip install --user <package>
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User Perspective: OS-level Virtualization, Containers

• Isolated user space instances, called containers, allow programs running 
inside to only see the container's contents and devices assigned to the 
container.

• Thus, the environment inside a container can essentially be modified 
freely, typically providing (encapsulated) root privileges

• The most prominent container runtime, Docker, is typically not available 
on multiuser systems, but you will encounter alternatives
• Charliecloud (https://hpc.github.io/charliecloud/)
• Enroot (https://github.com/NVIDIA/enroot)

• Containers imposes no noticeable overhead, i.e. there should be no 
performance impact and parallelization, GPU access, etc. should – if set 
up correctly – work as expected

• Containers are UDSS: User Defined Software Stacks: you’re basically 
independent from the environment created by system administrators, but 
you will only receive limited support for the environment created instead 
(inside the container).
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