DSS Release 1.0

General Availability: 2018-02-01

Overview

LRZ Data Science Storage (DSS) and the DSSWeb Self Service Portal 1.0 is the result of 6 months of hard work and dedication of a small software development and systems engineering team at LRZ, supported by many of the great teams from all over LRZ. We are very proud of all the functions we've already managed to put into DSS in this short time. However, we know that this is just the beginning and are already excited to substantially enhance and improve it in future releases.

New Features

DSS System Layer

- TUM DSS system (1PB) ready for operation
- GridFTP/Globus gateway ready for operation
- NFS gateways ready for operation
- Direct integration on SuperMUC Login Nodes
- Direct integration on MPP2 Login Nodes
- Direct integration on MPP3 Login and Compute Nodes

DSSWeb Self Service Portal

- Container Management
  - Show Containers using the API or CLI
  - Create Containers using the API or CLI
  - Automated Backup or Archive of Containers
- Access Management
  - Show Containers using the API or CLI
  - Create Container Access Invitations using the API or CLI
  - Change Container Access Invitations using the API or CLI
  - Remove Container Access Invitations using the API or CLI
  - Optional Intra-Container User Quotas
- NFS Exports
  - Show Container NFS Exports using the API or CLI
- GridFTP/Globus
  - “One click” solution for setting up DSS GridFTP/Globus usage with LRZ/TUM/LMU account
  - Unified Shibboleth login to Globus and DSS GridFTP endpoint using LRZ/TUM/LMU account

Resolved Issues

None.

Known Issues and Limitations

- Create/Update/Delete of container NFS Exports is currently only possible via a service request on the LRZ Servicedesk.
- Restore of backedup/archived data is currently only possible via a service request on the LRZ Servicedesk.
- Globus Sharing (world wide sharing of DSS data with arbitrary people) is currently only possible via a service request on the LRZ Servicedesk.
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